1. INTRODUCTION AND THE STARTING EQUATION

Random walks of moving particles or excitations are ubiquitous in nature. In some of the cases, the walkers are subjected to forces that confine them to a given region in space. Examples of the latter situation are found in a variety of microscopic and macroscopic systems and phenomena including artificial photosynthetic machines, enzyme ligand binding, home range formation in animal behavior, and flocking.\(^1\)\(^–\)\(^5\) Their theoretical study has often employed a Fokker–Planck equation for the Smoluchowski form which, in a simple 1-dimensional context, is

\[
\frac{\partial P(x, t)}{\partial t} = \frac{\partial}{\partial x} \left( D \frac{\partial U(x)}{\partial x} P(x, t) \right) + D \frac{\partial^2 P(x, t)}{\partial x^2} \tag{1}
\]

The equation governs the time evolution of the probability density \(P(x, t)\) that a 1-dimensional random walker is at position \(x\) at time \(t\), with \(D\) being the diffusion constant and \(U(x)\) the confining potential. It is obtained in the usual manner\(^5\) as a consequence of an appropriate Langevin equation for the random walker in a highly damped environment with white noise. The term “Smoluchowski equation” is used particularly when \(U(x)\) is taken to be quadratic in \(x\). The quadratic nature of the assumed potential arises from the standard usage of harmonic oscillators in science and from familiarity with its consequences.

Our interest in this article is in investigating random walks in potentials that confine but are not quadratic in the distance from the attractive center. Whereas higher powers in \(x\) present situations that are not analytically tractable, the case of a potential linear in \(x\) can be solved explicitly as we show below. The solutions are simple but not trivial. They possess features, some of which are, perhaps surprisingly, richer in content than those for quadratic potentials. One such (striking) feature is that, starting from a localized (\(\delta\)-function) initial distribution, the probability density changes its shape as it proceeds toward its final steady state form around the attractive center. By contrast, the normally used quadratic potential forces a single (Gaussian) shape on the probability density for all time. The shape changes only its width as it proceeds to the steady state form. The difference has discernible consequences on the time evolution of derived quantities such as the average position and velocity of the walker. Our interest is in piecewise linear potentials \(U(x)\). Fully analytic solutions are possible for a pair of symmetrical linear pieces while seminumerical work becomes necessary for multiple pieces.

The potential we study analytically is proportional to \(|x|\), i.e., consists of two linear pieces of equal and opposite slopes on the two sides of an attractive center (taken to lie at \(x = 0\)). Consequently, the equation that is our starting point is

\[
\frac{\partial P(x, t)}{\partial t} = \Gamma \frac{\partial}{\partial x} \left( |x| \frac{\partial P(x, t)}{\partial x} \right) + D \frac{\partial^2 P(x, t)}{\partial x^2} \tag{2}
\]

where \(\Gamma\) is the strength of the potential with units of velocity.

Discussion of features of the solutions of eq 2 and presentation of two applications, one to the problem of calculating quantum yield in a doped molecular crystal, and the other a study in immunology, specifically regarding the motion of signal receptor clusters on the surface of a cell, are the reason for this report. We have learned after we completed our work that the dynamics of a particle in a subquadratic potential have been known in part earlier, with a partial solution to (eq 2) having been given by Smoluchowski\(^8\) for the case of a reflecting
boundary at \( x = 0 \) and extended by Lamm and Schulten[10,11] to absorbing boundary conditions. However, our solution that we present here covers the entire real line and is for arbitrary initial conditions. Furthermore, we give the propagator in both time- and Laplace-spaces, with the latter being directly useful for reaction-diffusion problems. These features and the illustrative applications we have provided are the reasons behind reporting this study. The application envisaged to quantum yield calculations in a doped molecular crystal[12–14] is to an experiment that can be performed in principle. The application to the immunological problem is to experiments already performed but is illustrative in the sense that we do not present quantitative fits to observations but rather provide a qualitative analysis from our solutions.

2. SOLUTIONS AND THEIR BEHAVIOR

We first notice that the steady state distribution of eq 2, \( P_{ss}(x) \), may be obtained by putting its left-hand side equal to zero:

\[
P_{ss}(x) = \lim_{t \to \infty} P(x, t) = \frac{1}{2l} e^{-lx/1}
\]

Here \( l = D/\Gamma \) is the characteristic width of the distribution.

Our interest is in the full time dependence of the solutions of eq 2, consequently in an explicit expression for the propagator \( \Pi(x, x_0, t) \), i.e., the solution for the probability density at \( x \) at a time \( t \) later given that the initial density is localized at \( x_0 \). For this purpose we use Laplace transforms. When applied to eq 2 with the localized initial condition \( P_0(x) = \delta(x - x_0) \), they yield

\[
e\tilde{P}(x, \epsilon) - \delta(x - x_0) = \Gamma \frac{d}{dx} \left( \frac{|x|}{x} \tilde{P}(x, \epsilon) \right) + D \frac{d^2 \tilde{P}(x, \epsilon)}{dx^2}
\]

where \( \epsilon \) is the Laplace variable and tildes denote transforms. We consider \( x_0 > 0 \), with the case of \( x_0 < 0 \) being solved by symmetry and consequently by a simple \( x \to -x \) transformation. We note that the domain of \( x \) naturally breaks up into three different regions separated by two points of discontinuity, the first at \( x = 0 \) due to the potential, the second at \( x_0 \) due to the initial condition. Within each of these regions, the equation becomes a second order ODE with constant coefficients suggesting an ansatz of the form \( \tilde{P}(x, \epsilon) \sim e^{\pm \epsilon x} \). This leads to an expression of the form

\[
\tilde{P}(x, x_0, \epsilon) = A e^{\left( \pm 1 + \frac{|x_0|}{x} \right) / 2} + A' e^{\left( \pm 1 - \frac{|x_0|}{x} \right) / 2}
\]

Here \( + (−) \) corresponds to \( x < 0 \) (\( x > 0 \)) and \( A \) and \( A' \), constants determined by matching at the boundary conditions, incorporate the discontinuities’ effects. The requirement that \( \tilde{P}(x, x_0, \epsilon) \) must vanish as \( x \to \pm \infty \) eliminates two of the constants. Equality of the probability density on the left and the right at each boundary and the requirement that the integral of eq 4 around each discontinuity goes to zero as the integral limits approach the discontinuity determine the four remaining constants. Application of these boundary conditions, along with removing the requirement that \( x_0 > 0 \), yields the propagator \( \Pi(x, x_0, \epsilon) \) in the Laplace domain:

\[
\Pi(x, x_0, \epsilon) = e^{-\left( |x - x_0| \right) / 2l} \left[ \frac{\epsilon}{\Gamma} \sqrt{1 + \frac{4\epsilon}{1}} e^{-\left( |x + x_0| \right) / 2l} \right] + e^{-\left( |x + x_0| \right) / 2l} \left[ \frac{\epsilon}{\Gamma} \sqrt{1 + \frac{4\epsilon}{1}} - 1 \right]
\]

Inversion of the Laplace-domain propagator into an explicit time-domain propagator is possible either through explicit Bromwich contour integrations or by reference to tables. The time domain propagator is a combination of error functions, exponentials, and the Gaussian diffusion propagator modified appropriately for convection:

\[
\Pi(x, x_0, t) = \frac{1}{\sqrt{4\pi Dt}} e^{-\left( |x + x_0| / 2 + \Gamma t \right) / 4} e^{-\left( |x - x_0| / 2l \right)} + e^{-\left( |x + x_0| / 2l \right) / 4l \left( 1 - \text{erf} \left( \frac{|x| + |x_0| - \Gamma t}{\sqrt{4Dt}} \right) \right)}
\]

Our analytic results (eq 6) can be verified easily through a numerical solution of eq 2. The latter can be thought of as the continuum limit of

\[
\frac{dP_m(t)}{dt} = F(P_{m+1} + P_{m-1} - 2P_m) + \int \left( \text{ln} + \frac{|m|}{m + 1} P_{m+1} - \frac{|m|}{m - 1} P_{m-1} \right)
\]

where \( P_m(t) \) is the probability of occupation of the \( m \)th site at a time \( t \) in a discrete 1-dimensional lattice, \( F \) is the nearest neighbor hopping rate, \( f \) is the rate of motion toward the attractive center at \( m = 0 \). If \( a \) is the lattice spacing, the continuum limit

\[
a \to 0, F \to \infty, f \to \infty, Fa^2 \to D, 2fa \to \Gamma
\]

\[
ma \to x, P_m(t)/a \to P(x, t)
\]

converts eq 7 into eq 2. We use \( m_0 = x_0/a \) and the above discretized forms of \( \Gamma \) and \( D \) to represent eq 6, the propagator derived analytically in its discrete version, as

\[
\Pi_{m, m_0}(t) = \frac{1}{\sqrt{4\pi F t}} e^{-\left( (m - m_0)^2 + 4F t^2 \right) / 4F t} e^{-\left( |m| - |m_0| \right) / F} + \int \left( 1 - \text{erf} \left( \frac{|m| + |m_0| - 2F t}{\sqrt{4F t}} \right) \right)
\]

We compare our analytic solution in eq 8 (solid lines) with the numerical solution (markers) of the discretized differential equation, obtained using standard Matlab procedures such as ODE45. Displayed in Figure 1 is the spatial distribution at two widely different times. The first depicts an early situation close to the initial distribution, and the second is a late situation near the steady state. The dimensionless time \( \tau_0 \) is \( Ft \) in units of \( 4 \times 10^9 \). It has the respective values 1 and 5 for the two cases shown in Figure 1. The value of \( F/F \) we have taken is \( 0.25 \times 10^{-3} \), and the number of lattice sites is 1200. Agreement is excellent given that we have used the size of the region to be large relative to the equilibrium width \( l \) and that the potential (which we will call V-potential in the rest of this paper) is not too steep. The transition between an initial Gaussian and the eventual cusped
steady state distribution (a decaying exponential) provides much of the interesting behavior of our solutions.

2.1. Shape-Shifting of the Solutions. Insight into the solutions of our Fokker–Planck equation, eq 2, can be gained by analyzing the two terms in eq 6. The first term, essentially a Gaussian, is characteristic of diffusion. The second term has the spatial form of an exponential decay required by the steady state distribution. The peak of the Gaussian travels ballistically after the manner of the case when the potential has a simple bias, i.e., \( U(x) = \pm \Gamma x \). The bias respects the potential experienced on either side of the confining center. It causes the peak of the Gaussian term to move through the center. At long times, only the tail contributes to the probability distribution. Note that the decaying exponential determines the long time behavior of the propagator and is modified by an error function.

In order to examine more closely the passage from the initial shape through the Gaussian intermediate to the final exponential form, we display Figure 2. Initially, the probability distribution travels ballistically maintaining the shape of a Gaussian. However, when the probability of the walker being at the potential center reaches an appreciable value, the distribution begins to form a cusp, reflecting the approach toward the steady state distribution. Following the formation of the cusp, the distribution rapidly transitions into an intermediate state reflecting both the traveling Gaussian and the exponential. During this transition period there are two local maxima. Finally, the long-term steady state distribution is attained. Needless to state, the shape-shifting and the final shape follow from the fact that the random walkers relax to their equilibrium distribution appropriate to whatever potential the walkers move in. The quadratic potential provides an exceptional case wherein the shape maintains itself Gaussian at all times.

2.2. Average Position and Velocity. Additional insight into the consequences of the random walker moving in a V-potential can be obtained by exploring its average position \( \langle x \rangle \) and its average velocity \( \langle v \rangle \equiv d\langle x \rangle/dt \). With a positive value chosen for \( x_0 \), the former is obtained by simply calculating the moment of the propagator as given by our eq 6:

\[
\langle x \rangle = \frac{x_0 - \Gamma t}{2} \left[ 1 + \text{erf} \left( \frac{x_0 - \Gamma t}{\sqrt{4Dt}} \right) \right] + \frac{x_0 + \Gamma t}{2} \left[ 1 - \text{erf} \left( \frac{x_0 + \Gamma t}{\sqrt{4Dt}} \right) \right] e^{x_0/l} \tag{9}
\]

The expression for the average position consists of a term showing ballistic motion to the left and a term showing ballistic motion to the right, both at speed \( \Gamma \), and both modified by error function factors representative of simultaneous diffusion with diffusion constant \( D \). At long times, the combination of the two terms results in \( \langle x \rangle \rightarrow 0 \). Time differentiation gives

\[
\frac{d\langle x \rangle}{dt} = \langle v \rangle = -\frac{\Gamma}{2} \left[ 1 + \text{erf} \left( \frac{x_0 - \Gamma t}{\sqrt{4Dt}} \right) - \left( 1 - \text{erf} \left( \frac{x_0 + \Gamma t}{\sqrt{4Dt}} \right) \right) e^{x_0/l} \right] \tag{10}
\]

Equations 9 and 10 apply for \( x_0 > 0 \). The average velocity obviously begins as the slope of the V-potential at the position of initial placement, i.e., has the value \(-\Gamma\). If there were no diffusion, i.e., if \( D = 0 \), the average velocity would jump to zero when the walker reaches the attractive center as a consequence of the reverse sign of the V-potential slope on the other side of the center. Diffusion smooths the jump. The sum of the first two terms inside the square brackets in eq 10 starts at the value 2 and drops to 0 while the third term vanishes both initially and finally. The error functions ensure that there is dormant behavior at small times during which the velocity is essentially at the original constant value until diffusion kicks in and the velocity starts dropping. This can be seen in Figures 3 and 4 where we plot \( \langle v \rangle/\Gamma \) against a dimensionless time.

In Figures 3 and 4, we explore the effect of varying each of the parameters, \( D \), \( \Gamma \), and \( x_0 \), on the average velocity of the confined random walker. The time scale is chosen separately in the case of each parameter, and the plots are parametrized by \( \alpha \equiv x_0/l \), the ratio of the initial position to the steady state width of the distribution. The effect of changing \( \Gamma \) is shown on the left in Figure 3, where an increase in \( \Gamma \) corresponds to an increase in \( \alpha \). In the short term, shown in the inset, the walker travels ballistically for a longer time when the potential steepness is decreased. The long-term decay into the steady state probability distribution, indicated by \( \langle v \rangle/\Gamma \rightarrow 0 \), occurs more slowly for a decreased potential strength. These results match with the intuitive effect of a steeper potential in that the walker will initially travel toward the potential center at a larger velocity, experiencing the effects of confinement earlier.
allowing it to more quickly settle into the steady state distribution. Overall, increasing the potential strength will decrease the transition time from initial ballistic motion to the final steady state distribution.

The effect of changing the initial position of the particle, \(x_0\), is shown in the right panel of Figure 3. While the behavior appears similar to that shown in the left panel, it is to be noted that the time spent in the initial ballistic motion increases as the random walker is initially placed further from the potential center. The walker approaches its steady state distribution more slowly when initialized further away. The \(\alpha\) values displayed in the right panel apply to both panels with their associated line types, so we see that that an increase in \(\alpha\) moves one in opposite order among the curves in the two panels. The effect of changing the diffusion constant, where an increase in \(D\) corresponds to a decrease in \(\alpha\), is displayed in Figure 4. A larger diffusion constant allows the walker to sense the confinement earlier but makes it spend less time relatively moving ballistically. This combination has the consequence that the decay into the steady state is slower. In effect, a large diffusion constant extends the time under which the walker transitions from the initial ballistic motion into the steady state. Note that all the curves in Figure 4 intersect in a single point at \(t = t_f\).

We also show the relation between \(\langle x \rangle \) and \(\langle v \rangle\) in part because observations have been reported in that manner in the study of immunological synapse formation, a subject we passingly address in section 5. Although we have not obtained such a relation by analytic means, eliminating the time dependence is possible numerically. The results for changing \(\Gamma\) are depicted in Figure 5 (effect of changing \(x_0\) is identical). Increasing \(\alpha\), corresponding to an increase in either \(\Gamma\) or in \(x_0\), leads to the walker traveling ballistically for a longer distance before slowing down into the steady state. As \(\alpha\) is decreased, this plunge has qualitatively different shapes, with curve convexity increasing, and indicates a sharper initial slowdown followed by a more leisurely approach to the steady state.

The effect of changing \(D\) is depicted in Figure 5, where an increase in \(D\) corresponds to a decrease in \(\alpha\). Decreasing the diffusion constant makes the walker travel a larger distance ballistically before reaching the \(\langle x \rangle = 0\) region. The plunge occurring closer to the confining center for larger \(D\) suggests that diffusion acts as a sensing mechanism for the walker, allowing it to interact with the potential discontinuity while further away.

### 3. COMPARISON WITH THE QUADRATIC POTENTIAL

What are the essential differences between confined random walkers obeying eq 2 that we have been analyzing in this paper, i.e., obeying the general eq 1 with the V-potential as \(U(x)\) on one hand, and those obeying eq 1 with the commonly used (see, e.g., ref 16) quadratic \(U(x)\) given by \((1/2)x^2\) on the other? This is the question we examine more closely in this section. For this purpose we compare the propagator we have derived for the case of the V-potential, eq 6, with the well-known quadratic Smoluchowski propagator,\(^{7,16}\)

\[
\Pi(x, x_0, t) = \frac{e^{-(x-x_0)^2/(4D\gamma t)}}{\sqrt{4\pi D\gamma t}}, \quad T(t) = \frac{1 - e^{-2\gamma t}}{2\gamma}
\]

(11)

Figure 3. Dependence of the velocity of the random walker on time showing the effect of changing the potential slope \(\Gamma\) (left panel) and the initial location \(x_0\) (right panel). The parameter that is varied and shown in the legend in the right panel, \(\alpha \equiv x_0/l\), applies to given line styles in both panels. The dimensionless time used is \(t/t_0\) in the left panel and \(t/t_f\) in the right. Here \(t_0 = x_0^2/2D\) and \(t_f = \Gamma/2D\) are times taken by a purely diffusive walker to cover distances \(x_0\) and \(l\), respectively. The left panel includes an inset showing the short-term behavior where a dormant stage is followed by a velocity decrease.

Figure 4. Effect of the diffusion constant \(D\), in the form of the dimensionless parameter \(\alpha \equiv x_0/l = x_0\Gamma/D\), on the time evolution of the velocity of the random walker. The dimensionless time used here is \(t/t_f\), where \(t_f \equiv x_0/\Gamma\) is the time it takes a purely ballistic walker with velocity \(\Gamma\) to travel a distance \(x_0\). Note that all curves intersect at the same point when \(t\) equals \(t_f\).

Figure 5. Relation between the velocity (time derivative of average displacement) and the displacement of the random walker. Plotted is \(\langle v \rangle / \Gamma\) versus \(\langle x \rangle / x_0\) when \(\Gamma\) (left) and \(D\) (right) is varied, both in the form of the dimensionless parameter \(\alpha \equiv x_0/l = x_0\Gamma/D\). Note the change in the convexity of the curves in the left panel.
The spatial dependence of the propagator is always Gaussian in the quadratic case. Consequently, the shape-shifting phenomenon we have witnessed for the V-potential case does not arise in the quadratic case. Additionally, the average displacement and velocity, \( \langle x \rangle \) and \( \langle v \rangle \), have forms for the quadratic case that are considerably simpler than for the V-potential. In the quadratic case they are easily calculated to be exponential in time, \( \langle x \rangle = x_0 e^{-\Gamma t}, \langle v \rangle = x_0 e^{-\Gamma t} \), and thus to be related linearly to each other: \( \langle v \rangle = -\gamma \langle x \rangle \). The time dependence of \( \langle x \rangle \) and \( \langle v \rangle \) is, on the other hand, more complex for the V-potential, see eqs 9 and 10. Unlike in the quadratic case, it is not straightforward at all to eliminate \( t \) from those equations to obtain a \( v \sim x \) relation. We found it necessary to use a numerical procedure to extract that relation. Unlike in the quadratic case, there is an unavoidable dependence of the V-potential relation on the diffusion constant \( D \) and the initial location \( x_0 \).

The difference in the initial slopes of the velocity versus time plots in the quadratic versus the V-potential (eq 10) case deserves particular mention. Being \( -x_0 \gamma \) in the quadratic case, the shape is dependent on the potential strength, and is different for different initial locations. Neither the initial location nor any potential parameter decides the initial slope in the V-potential case, with the \( \langle v \rangle \) curve being initially totally flat in the V-potential case. Not only the first \( t \)-derivative but all order derivatives of the velocity vanish initially. This is confirmed explicitly by differentiating eq 10

\[
\frac{d\langle v \rangle}{dt} = \frac{x_0 \Gamma}{4 \pi D t^3} e^{-\left(x_0 - \Gamma t\right)^2/4Dt} \text{ and noticing that, at } t = 0, \text{ the Gaussian term vanishes faster than any purely polynomial term can grow. As repeated differentiations only result in polynomials of larger (finite) order, all derivatives of } \langle v \rangle \text{ vanish at } t = 0, \text{ which provides the totally flat nature of the velocity curve initially. This dormant behavior comes from the presence of an isolated essential singularity and is similar to what happens in the context of Arrhenius (activated) dependence of chemical rates or the Einstein specific heat if the temperature } T \text{ is the abscessa rather than the time } t \text{ as here.}
\]

By multiplying eq 1, integrating over all } x, \text{ and invoking standard boundary conditions on } P(x) \text{ and its spatial derivatives, one can write, for any potential } U(x)

\[
\frac{d(x)}{dt} = \langle v \rangle = \left\langle -\frac{dU(x)}{dx} \right\rangle
\]

In the quadratic case, the force or velocity \( dU(x)/dx \) is linear in \( x \), but in the V-potential case, it is highly nonlinear, being proportional to \( \ln|\Delta x| \). The linearity in the former case ensures that a closed differential equation for \( \langle x \rangle \) exists. In the latter case it does not exist and so \( D \) has an effect on the average velocity. It is the fact that the relation \( \langle f(x) \rangle = f(\langle x \rangle) \) is by no means valid for such nonlinear functions \( f(x) \) that is responsible for the richer consequences of the V-potential. In the quadratic case, the linearity of the force validates the relation accidentally and thereby imposes a simple relation between \( \langle v \rangle \) and \( \langle x \rangle \) without any influence of the diffusion constant.

4. APPLICATION TO QUANTUM YIELD CALCULATIONS IN DOPED MOLECULAR CRYSTALS

As one of the two illustrative applications of our calculations based on the V-potential we have studied, we describe in this section quantum yield calculations in doped molecular crystals and photosynthetic systems. In order to study the magnitude and nature of exciton motion in organic crystals such as anthracene, guest molecules such as those of tetracene are introduced in small concentrations in the host crystal. Light is made to shine and produce Frenkel excitations that travel within the host and are captured by the guest molecules (also called traps). The situation is similar in photosynthetic systems where the traps are the reaction centers where the excitation is caught and used for the process of making sugar.

Electronic excitations have a finite lifetime (different for the host and the guest) as they decay giving rise to radiation, at different frequencies for the host and the guest so that one can keep track of how many of the excitations placed originally into the host by illumination have been caught by, and emerged from, the guest. The ratio of the number eventually emerging from the host to the number originally placed in the host is known as the (host) yield and often denoted by \( \phi \). If there are no nonradiative processes the guest yield is \( 1 - \phi \) and the (dimensionless) energy transfer rate is often said to be \( (1 - \phi)/\phi \). We calculate these quantities in the presence of our V-potential for a representative 1-dimensional molecular crystal. The starting equation is given by eq 2 with additional decay and capture terms

\[
\frac{dP(x, t)}{dt} + \frac{P(x, t)}{\tau} = \Gamma \frac{d}{dx} \left( \frac{|x|}{x} P(x, t) \right)
\]

where \( \tau \) is the lifetime, \( C \) is the capture parameter, \( x \), is the trap site, and

\[
\phi = 1 - e^{-\left(\ln|\Delta x|/2\right)} \left( \sqrt{1 + \frac{4t}{\tau^2} - 1} e^{-\left(\sqrt{\frac{1}{\tau^2} + \ln|\Delta x|/2} + \sqrt{\frac{1}{\tau^2} + \ln|\Delta x|/2}\right)} \right)
\]

(14)

We assume that the trap site is at \( x_s = L/2 \) and calculate the yield for the illustrative localized initial condition that the excitation is (initially) at \( x_0 = -L/2 \). For such symmetrical positioning around the origin, the yield becomes

\[
\phi = 1 - \sqrt{1 + \frac{4t}{\tau^2}} e^{-\sqrt{\frac{1}{\tau^2} + \ln|\Delta x|/2}}
\]

(15)

Let us focus our attention on the effect on the observable \( \phi \) of the degree of confinement imposed on the excitation motion by the V-potential. The dependence of the quantum yield on \( \Gamma \) is depicted in Figures 6 and 7. Figure 6, where eq 15 is plotted for four values of the lifetime \( \tau \) (in units of \( \sqrt{2D/L} \)), over a range of the potential strength \( \Gamma \) (in units of \( 2D/L \)), clearly shows nonmonotonic behavior: there is a minimum in the quantum yield (in Figure 6 it happens to appear between the values 1 and 2 of the abscissa). Since the curves rise on both sides of this value, we see that the quantum yield is nonmonotonic in the confinement strength. This remarkable nonmonotonicity effect has been recently reported for quadratic confinement potentials.
in the trapping of Smoluchowski random walkers and in the transmission of infections in epidemics. The nonmonotonicity effect can also be seen directly in the time-domain. In our present context, this behavior can be noticed in the variation of the quantum yield on the lifetime of the excitation. This is clear in Figure 7, where the dependence of the quantum yield on the lifetime of the excitation is shown for five values of the potential strength $\Gamma$ (in units of $2D/L$). The lifetime, scaled to the time the excitation would take to traverse as a random walker, is plotted on the x-axis. The nonmonotonic dependence of the quantum yield on the potential strength is confirmed in the figure. The black arrows, whose direction corresponds to successively higher values of $\Gamma$, point out this nonmonotonicity. The maximum occurring at $\Gamma \approx 2D/L$.

5. POSSIBLE APPLICATION TO IMMUNOLOGICAL SYNAPSE FORMATION

A second illustrative application of our calculations based on the V-potential lies in the area of T cell-antigen recognition, specifically in the immunological synapse formation that has received much attention in the past decade. We point out our findings below; our intention is to present only qualitative arguments, not quantitative predictions or explanations.

5.1. System and Biological Questions. Many important biological processes begin when a target molecule binds to a cell surface receptor protein. This event leads to a series of biochemical reactions involving receptor and signaling molecules, and ultimately a cellular response. An important feature of such biological systems is that cell surface receptors are mobile, and their mobility is influenced by their interaction with intracellular proteins including the actin cytoskeleton. For example, the recognition of antigenic peptide by T cells in contact with antigen presenting cells (APC) entails coordinated movement of T cell receptors (TCRs) and other molecules toward the center of the T cell/APC contact region. The spatially organized configurations that result are collectively referred to as the immunological synapse and are believed to be important for T cell proliferation, differentiation, and function. However, the underlying mechanism of TCR microcluster translocation is still controversial. The biological entity that seems to provide the major driving force causing centripetal TCR microcluster motion is the retrograde flow of actin. Literature suggests that two major forces can cause actin flow. It could come from actin polymerization pushing against the cell membrane. It could also arise from the pulling of myosin II against the branched F-actin network.

The actin cytoskeleton is a filamentous network known to provide mechanical forces to control different cell function including the transport of TCRs. How TCRs are connected to actin is still unclear, but it might be by a frictional coupling mechanism. Literature suggests that two major forces can cause actin flow. It could come from actin polymerization pushing against the cell membrane. It could also arise from the pulling of myosin II against the branched F-actin network. Myosin II contraction represents a distance-dependent force due to elevated myosin II concentration at the cell periphery compared to the cell center. Although we are in no position to make definitive contributions to answering these questions, it appears that some partial headway into the problem of distinguishing between the two causes could be made with the help of our calculations.

5.2. Experimental Results and V-Potential Predictions. We focus on observations reported concerning the time and distance dependence of velocities of TCR microclusters on the surface of the cell during immunological synapse formation. Approximating the motion of the TCR microclusters as being radial allows us to use directly the 1-dimensional theoretical results obtained in our calculations. After an initial period of global cellular dynamics, the time dependence of the average velocity is observed to decay toward a zero average value. This is qualitatively similar to the behavior depicted in Figures 3 and 4. However, experiment also provides the position-dependence of the velocity of the TCR microclusters. Using the results found in ref 30 we have reconstructed their data, see left panel in Figure 8. Two distinct regions are apparent: a central region within 4 $\mu$m of the center, and a peripheral region, outside the 8 $\mu$m diameter region. The dynamics are different. In the central region, the microclusters travel slowly, approximately at 4 nm/s, with no discernible distance dependence. They travel faster in the peripheral region, at 20–100 nm/s, with a strong dependence on distance. This motivated us to extend our calculations by considering a piecewise linear potential which is a composite of a flat portion near the center and V-potential pieces toward the periphery. As we see below, this helps produce a velocity--distance relation that is more like the observation.

5.3. Extension of V-Potential to the Bucket Potential. The lack of distance dependence on the average velocity of the
symmetry), the Laplace domain propagator is \( L \) corresponds well with their equivalent regions when under a V-

The form of the central region of constant potential. With insertion of the central region of constant potential (no force), i.e., where the walker dynamics are solely di

Here \( \Gamma \) remains the potential strength, and \( L \) is half the width of the central region of constant potential. With insertion of this “bucket” potential expression into eq 1, it is possible to proceed as in the earlier analysis and obtain the propagator.

For the case in which the walker is initialized on the walls of the “bucket”, i.e., \( x_0 > L \) (the case of \( x_0 < -L \) is solved by symmetry), the Laplace domain propagator is

\[
U(x) = \begin{cases} 
\Gamma(x - L) & x > L \\
0 & L < x < -L \\
-\Gamma(x + L) & x < -L 
\end{cases}
\]

(16)

where \( \Gamma \) remains the potential strength, and \( L \) is half the width of the central region of constant potential. With insertion of this “bucket” potential expression into eq 1, it is possible to proceed as in the earlier analysis and obtain the propagator.

For the case in which the walker is initialized on the walls of the “bucket”, i.e., \( x_0 > L \) (the case of \( x_0 < -L \) is solved by symmetry), the Laplace domain propagator is

\[
\Pi = \begin{cases} 
\frac{e^{-Q(x)\sqrt{\frac{C}{D}}}}{\Gamma Q(x)} & x > L \\
\frac{\cosh\left(\sqrt{\frac{C}{D}}(x+L)\right)}{\sqrt{\frac{C}{D}} \Gamma x} & \left|\frac{x}{L}\right| < 1 \\
\frac{2 e^{-Q(x)(x+2L)/2}}{\Gamma x} & x < -L 
\end{cases}
\]

(17)

where we have suppressed the arguments of \( \Pi \) and

\[
Q(x) = \sqrt{1 + \frac{4Ce}{\Gamma}}, \quad \kappa(x) = 2 \left(\frac{4Ce}{\Gamma} - Q(x)\right) \sinh\left(\sqrt{\frac{C}{D}}(x+L)\right) + \frac{4Ce}{\Gamma} \cosh\left(\sqrt{\frac{C}{D}}(x+L)\right)
\]

The form of eq 17 in the sloped regions of the potential corresponds well with their equivalent regions when under a V-potential. They are modified by functions of \( L \) and, in the limit \( L \to \infty \), reduce to eq 5. The case where \( L > x_0 > -L \), i.e., the walker is initialized on the bottom of the basket, is included in the Appendix.

The presence of the Laplace variable \( \epsilon \) in two different forms, \( 1 + 4De/\Gamma \) and \( \epsilon/\sqrt{D} \), in eq 17 requires numerical methods to invert the transform. For this purpose we use standard inversion routines.\(^{31,32}\) We exhibit the resulting time-domain propagator at four different dimensionless times in Figure 9.

Similar to the probability propagation of the V-potential, Figure 2, the propagator initially travels ballistically, undergoes a transition in shape, and then settles into the steady state distribution. The latter is a central plateau of width \( 2L = 6 \) bracketed by decaying exponentials with characteristic width \( l = 10 \). The propagator of the “bucket” potential and that of the V-potential behave similarly in the outer regions of nonzero force, initially possessing a Gaussian shape before transitioning into a decaying exponential. The difference between the two lies in the central region, where the “bucket” propagator connects the probability values at the two points of discontinuity in an approximately linear fashion. This nearly linear form is due to the effects of diffusion under forced unequal boundary conditions. During the transition period, diffusion works to gradually equalize these two boundary probabilities, decreasing the steepness of the propagator.

The resulting relationship between \( \left\langle x\right\rangle \) and \( \left\langle v\right\rangle \) for the “bucket” potential is depicted in Figure 10. It is visually obvious that there is much better agreement between experiment\(^30\) and our calculations with the bucket potential than with the V-potential. The former retains the initial dormant behavior characteristic of the V-potential as well as the plunge, \( \left\langle v\right\rangle \to 0 \), when the walker interacts strongly with the discontinuities present in both potentials. As expected, the qualitative difference between the two lies in the location of this rapid decrease in speed. For the ‘bucket’ potential this plunge occurs...
in the periphery, as opposed to at the center, resulting in the addition of a central area of small or vanishing velocity. The presence of this low-velocity area results from the constant potential center, as the confinement increases the probability of locating the walker in the center where motion is dominated by diffusion.

6. CONCLUDING REMARKS

The primary goal of our analysis was to obtain and examine propagator solutions of a time evolution equation, eq 2, which describes a random walk under confinement due to a V-potential, i.e., a potential which is (mod) linear in the distance of the walker from an attractive center. A secondary goal was to illustrate how the solutions may be applied to observations in principle. The analytic solutions we have obtained are (eq 5) in the Laplace domain and (eq 6) in the time domain. A numerical verification of eq 6 is shown in Figure 1. A graphical representation of the solution, provided in Figure 2, makes clear the shape-shifting of an initial δ- function distribution through ballistically moving Gaussians to the cuspy, mod exponential, steady state. We have also supplied explicit analytic expressions for the average position and average velocity of the walker (time derivative of the average position), eqs 9 and 10, respectively, and explored them graphically in Figures 3 and 4. The dependence of the average velocity on the average position is shown in Figure 5 for various values of the parameter α which is the ratio of the initial distance from the attractive center to the steady state width of the distribution.

Although the V-potential is linear in the distance of the random walker from the attractive center, its consequences for the motion are richer than those of the quadratic potential. The differences are detailed in section 3. Shape-shifting of the probability distribution is one such special characteristic of the V-potential equation. The dependence of the relation between velocity and position on the diffusion constant is another. The nonlinearity of the force with respect to the distance is responsible for this characteristic: the force is linear for the quadratic potential case.

We have indicated in sections 4 and 5 how our calculations could be applied to two unrelated systems. One of them concerns doped molecular aggregates, and the other concerns immunology. In the first, we calculated the quantum yield and examined an interesting nonmonotonicity effect which was the result of confinement. A realization of the system we have analyzed as an illustrative application requires that the experimentalist confine the excitation with the help of the V-potential. An electric field applied with opposite signs symmetrically about a location would make this possible if the moving particle is charged. Experimental observations on the decrease of quantum yield on applying an electric field and related discussions by Hanson and others may be of interest in this context. Alternatively, one may consider the moving particle to be not an excitation as in sensitized luminescence but an electron as in many related organic systems. In this case, τ will correspond not to a radiative lifetime but a lifetime against other types of capture processes in the system.

In the second application we have presented, we saw that our predictions for the time dependence of the velocity of the microclusters reproduced in a qualitative sense observations reported in the literature, but results for the velocity-position dependence were different qualitatively from the data. The difference was in the distance-independence of the velocity in the center region. Therefore, we showed how we can extend our calculations to the bucket potential case, i.e., a potential which is piecewise linear, with a flat shape in the center. This extension produced qualitatively compatible results. If we take the tentative point of view that invoking a V-potential Smoluchowski equation properly represents an approach based on a distance-independent force, we can conclude, as outlined in the paper, that our analysis shows that a pure distance-independent force cannot account fully for the observed TCR microcluster motion. Forces other than actin polymerization pushing against the cell membrane could be responsible for actin retrograde flow, or actin retrograde flow may not be the only driving force for microcluster centralization.

APPENDIX

Bucket Potential Propagator for Walker Placed Initially in the Central Region

In our calculation of the propagator for the bucket potential we have given the analysis and the result in the text of the paper for initial placement of the walker in the walls of the bucket, i.e., for |x| > L, and mentioned that the case of initial placement on the floor of the bucket (|x| > L) is shown here. The latter expression follows.

\[
\tilde{\Pi}(x, x_0, \epsilon) = \begin{cases} 
\frac{\mathcal{P}(x_0, \epsilon)}{\mathcal{D}(\epsilon)} & x > L \\
\frac{\sqrt{\frac{1 + 4\epsilon}{\Gamma^2} + 1} \mathcal{P}(x_0, \epsilon) \mathcal{M}(x, \epsilon)}{\Gamma^{\frac{4\epsilon}{\Gamma}} 4\epsilon \mathcal{D}(\epsilon)} & L > x > x_0 \\
\frac{\sqrt{\frac{1 + 4\epsilon}{\Gamma^2} + 1} \mathcal{P}(x_0, \epsilon) \mathcal{M}(x, \epsilon)}{\Gamma^{\frac{4\epsilon}{\Gamma}} 4\epsilon \mathcal{D}(\epsilon)} & x_0 > x > -L \\
\frac{\mathcal{M}(x_0, \epsilon)}{\mathcal{D}(\epsilon)} & -L > x 
\end{cases}
\]

(18)

Here

\[
\mathcal{P}(x, \epsilon) = \left(\sqrt{1 + \frac{4\epsilon}{\Gamma}} - 1\right) \sinh \frac{\epsilon}{\sqrt{D}} (L + x) + \frac{4\epsilon}{\Gamma} \cosh \frac{\epsilon}{\sqrt{D}} (L + x)
\]

\[
\mathcal{M}(x, \epsilon) = \left(\sqrt{1 + \frac{4\epsilon}{\Gamma}} - 1\right) \sinh \frac{\epsilon}{\sqrt{D}} (L - x) + \frac{4\epsilon}{\Gamma} \cosh \frac{\epsilon}{\sqrt{D}} (L - x)
\]

\[
\mathcal{D}(\epsilon) = \sqrt{1 + \frac{4\epsilon}{\Gamma}} \sinh 2 \frac{\epsilon}{\sqrt{D}} L + \frac{4\epsilon}{\Gamma} \cosh 2 \frac{\epsilon}{\sqrt{D}} L
\]

(19)
Transport.
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