Eur. Phys. J. B (2014) 87: 86 DOI: 10.1140/epjb/e2014-40891-1

Approach to equilibrium of a nondegenerate quantum system:
decay of oscillations and detailed balance as separate effects
of a reservoir

M. Tiwari and V.M. Kenkre

@ Springer

e(J/r) sciences



http://www.epj.org
http://dx.doi.org/10.1140/epjb/e2014-40891-1

Eur. Phys. J. B (2014) 87: 86

DOI: 10.1140/epjb/e2014-40891-1 THE EUROPEAN

PHYSICAL JOURNAL B

Regular Article

Approach to equilibrium of a nondegenerate quantum system:
decay of oscillations and detailed balance as separate effects
of a reservoir

M. Tiwarit:® and V.M. Kenkre2:P

! D.A. Institute of Information and Communication Technology (DA-IICT), 382007 Gandhinagar, India
2 Consortium of the Americas for Interdisciplinary Science and Department of Physics and Astronomy, University of New
Mexico, Albuquerque, 87131 New Mexico, USA

Received 3 October 2013 / Received in final form 31 January 2014
Published online 9 April 2014 — (©) EDP Sciences, Societa Italiana di Fisica, Springer-Verlag 2014

Abstract. The approach to equilibrium of a nondegenerate quantum system involves the damping of micro-
scopic population oscillations, and, additionally, the bringing about of detailed balance, i.e. the achievement
of the correct Boltzmann factors relating the populations. These two are separate effects of interaction with
a reservoir. One stems from the randomization of phases and the other from phase space considerations.
Even the meaning of the word ‘phase’ differs drastically in the two instances in which it appears in the
previous statement. In the first case it normally refers to quantum phases whereas in the second it de-
scribes the multiplicity of reservoir states that corresponds to each system state. The generalized master
equation theory for the time evolution of such systems is here developed in a transparent manner and both
effects of reservoir interactions are addressed in a unified fashion. The formalism is illustrated in simple
cases including in the standard spin-boson situation wherein a quantum dimer is in interaction with a bath
consisting of harmonic oscillators. The theory has been constructed for application in energy transfer in

molecular aggregates and in photosynthetic reaction centers.

1 Introduction

The purpose of this paper is to develop a generalized mas-
ter equation (GME) formalism for the description of quan-
tum evolution of a system in interaction with a reservoir
when the system is nondegenerate in that the energies
of the system are different from one another. The situa-
tion is ubiquitous in chemical physics, an important real
situation of interest being the transfer of electronic exci-
tation in a pair of unlike molecules such as tetracene and
anthracene. Another example of interest, relevant to bio-
physics, is the capture of energy by a photosynthetic reac-
tion center from a molecule of the antenna. Energy trans-
fer in photosynthesis has had a venerable history [1-5]
decades ago and is coming under active investigation [6,7]
in recent times as well. The case of a degenerate system is
relatively easy to understand or describe because the in-
teractions of the system with a reservoir such as a bath of
phonons leads only to randomization and consequent loss
of quantum coherence, and a transition from wavelike mo-
tion or reversible oscillations of probability differences to
incoherent motion or irreversible decays. The probability
difference p(t) = Pi(t) — Px(t) between the two localized
states 1 and 2, depicting for instance the difference in the
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occupation of two molecules of interest by the excitation,
is naturally described by

d];_(tt) + 2/0 W(t — s)p(s)ds = 0. (1)

The time dependence of W(t) determines, in appropri-
ate fashion, the transition from coherent to incoherent
behavior. Bath interactions decide the decay behavior of
W(t) which, in turn, dictates the loss of quantum coher-
ence. However, in the nondegenerate system under con-
sideration in the present paper, additional questions arise
from the fact that two unequal memories exist, W and
W1, one for each direction of transfer. Is detailed bal-
ance obeyed by these two memories the way it is by their
time integrals, i.e., by the rates Fio = [° dt Wis(t) and
Py = fooo dt Wa1(t)? Does this mean that Wia(t) and
Whi(t) are in the Boltzmann ratio at every instant of
time? Does such a time-independent ratio relation pro-
vide an accurate description of transfer at all times? In
other words, is it possible to have a separation situation
of the memory in the form Wia(t) = F12¢(t)? If so, how
would

dp
E-ﬁ- (Fio+F5) / ot — s)p(s)ds=(Fia—F21) / o(s

(2)
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Fig. 1. Partial trace of the short and long time behavior of
the time evolution of the initially occupied site P; for a non-
degenerate dimer.

provide an accurate description of both the randomiza-
tion process (which would be taken care of by the time
dependence of ¢(t) as in the degenerate case) and the de-
tailed balance process which would depend on the energy
state difference of the system which are independent of the
reservoir? We provide explicit answers to these questions
below. They can be put to practical use in the accurate
description of short time and long time evolution of exci-
tation transfer in dissimilar molecule pairs as encountered
in the study of molecular aggregates and photosynthetic
systems.

The basis for the solution we provide is a detailed for-
mulation in terms of projection operators, implementation
where necessary from generalizations of the spectral pre-
scription of Forster [8], and computations from the resul-
tant memory all of which can be found in a paper written
almost 40 years ago [9]. Other approaches [10-12] could be
employed for similar questions but in the light of relations
that are available [13,14] between various formalisms, we
will use here only the GME approach. Our purpose in
providing the explicit analysis below is to clarify confus-
ing issues that our perusal of literature has uncovered. The
need for such an analysis might be appreciated by noticing
that an equation such as (2) would not be able to describe
correctly the time evolution expected at both short and
long times as displayed in Figure 1. In that figure we show
a partial plot of the probability P (¢) of the initially oc-
cupied site in the quantum nondegenerate dimer. Time is
measured in units of 2V where V' is the tunneling matrix
element.

Two distinctly different behaviors can be immediately
identified, oscillations at short times, and approach to a
final steady state value. The details of both are influenced
by the energy difference 2A between the two states, 1 and
2, in a way not present in the evolution of a degenerate
dimer. The long time behavior is determined by the ex-
ponential factor exp(—2A/kpT), where T is the temper-
ature, in that it equals the ratio of the steady state val-
ues of the two probabilities. The short time behavior has
nothing to do with temperature and exhibits the specific
effects of the lack of resonance of the two states. Unlike
the long time behavior that is certainly sensitive to the
sign of A (for instance to which of the two is the more en-
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ergetic molecule), the short time behavior is independent
of whether the energetically lower state or higher state
is initially occupied. Specifically, for site 1 being initially
occupied, Pj(t) is

14242

2002

with 2 = VA2 + 1, and A is normalized with V. Here,
and everywhere in this paper, we set A = 1 for simplicity
in notation.

The starting point for our considerations is the
Liouville equation

Py (t) = cos (2t) + (1 —cos (2£2t)) (3)

Op

"ot ~
where p is the total density matrix of the system, £ is the
Liouville operator and H is the total Hamiltonian of the
system. The Hamiltonian is generally expressed in terms of
the unperturbed part Hy and a perturbation V' (H = Ho+
V) and the Liouville operator is similarly decomposed as
L = Ly+ L,. The endpoint after the use of appropriately
chosen projection operators that generalize the Zwanzig’s
diagonalization [15] with coarse graining over the reservoir
is [9]

OPy
ot

[H.p] = Lp (4)

/0 dSZ WMN(t — S)PN(S)—WNM(t - S)PM(S).
(5)

Here M, N denote system states such as 1 and 2 signify-
ing occupation by the excitation of the molecules, details
of the reservoir and the interaction of the system with it
have all gone into the formation of the detailed form of
the memories W(t), and the initial random phase approx-
imation has been employed. As expected, in the following
sections we will see that our analysis will yield for a non-
degenerate quantum dimer, not equation (2), but

dZZl—Sft) + /o ds [Wia(t — s) + Wai(t — s)] p(s)

= /0 ds [Wia(s) = Wai(s)], (6)

and, importantly, in that the time dependence of the mem-
ories W(t) will naturally take care of both effects of the
reservoir, randomization with loss of coherence and Boltz-
mannization with proper thermal behavior. The paper is
laid out as follows. In Section 2 we present the GME for-
malism suitable to nondegenerate systems. Discussion of
the salient features of the time dependent memories and
the connection between short and long time dynamics is
presented in Section 3. In Section 4 we apply this formal-
ism to the standard model of a nondegenerate quantum
dimer, while conclusions are presented at the end.

2 Form of the memories for a nondegenerate
quantum dimer

The derivation of the GME proceeds with the appli-
cation of appropriately chosen projection operators to
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equation (4), which, in conjunction with the weak coupling
approximation and the initial diagonalization assumption,
results in

t
% = —/ dsPL,Go(t — s)L,Pp(s) (7)
0

for the relevant part of the density matrix. The simplified
form Go(t) = exp(—itLy) on the right in equation (7)
is a consequence of the weak-coupling approximation. We
specifically use the coarse graining projection operator [14]
defined as

—BEm

Q

e

(M, m|PO|N,n) = > (M, |O|M,mYons, N Omm
m/

(8)
whose operation on any operator O has three conse-
quences. It diagonalizes the operator O in the eigenstates
of Hy as shown by the Kronecker deltas in M, N and m, n;
it traces over the bath as shown by the summation over
m; and it thermalizes with the phonon equilibrium density
matrix as shown by the Boltzmann factors exp(—pSEp,).
In equation (8), 8 = 1/kpT, &, and &, are the ener-
gies of the bath states over which coarse-graining is per-
formed, M, N are molecule states and Q = Y e FP&m
is the normalization factor of the bath equilibrium den-
sity matrix. As is well-known, the definition of P in equa-
tions (8) and (7) results in the generalized master equa-
tion (Eq. (5)) for the probability of occupancy of site M
given by

m

Also well-known is the form of the memories appearing on
the right in equation (5):

2
Warn(t) = 3 D2 e % [(M.m|V|N,n)*

m,n

X cos {(Emn + EMn) t}, (10a)
and
Wrm(t) = é Ze_ﬁgm (M, m|V|N,n)?
X c::{(é’mn +Emn)t} (10b)

and involves a thermal average over the initial and sum
over the final vibrational states. Eyny = Ey — En and
Emn = Em — &, are the energy differences between the
system and bath states, respectively. Note that the only
difference to be discerned in the two expressions (a) and
(b) representing transfer in opposite directions between
the system states M and N is the appearance of &, in
(a) but &, in (b). This is in keeping with the textbook
statement [16] that there should be an average for initial
states and sum over final states in such an expression.
By changing bath indices n and m within the summation,
making the physical assumption that the system and bath
are independent entities, and taking advantage of the in-
sensitivity of the cosine to the sign of its argument, we
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can rewrite the second memory above as

(M, m|V|N,n)[*

2
W (t) = o) Ze*ﬁg"

x cos{(Emn — EMnN) L} . (11)

This form of (10b) differs from (10a) only in the sign of the
system energy difference £y7n. We will explore below the
important question concerning what features of the bath,
if present, would lead to proper thermalization of the sys-
tem probabilities. Important to emphasize is that these
expressions are not exact but arise from the weak-coupling
approximation that cannot be avoided in a practical cal-
culation. How much of physically expected behavior of the
system is retained by their approximated form is not clear
a priori.

Equations (10) in their current form do not make man-
ifest the spectral features of the bath. To clarify these
features, we convert equations (10) into their integral
form (see Appendix of Ref. [17]) by introducing the den-
sity of bath energy states and the continuous variable
z = &En — &y, and bundling a product of various quan-
tities under the symbol Y(z):

Wun(t) = /OO dz Y(z)cos[(z+ Enn) ] (12a)

— 00

W (t) = /00 dze P Y(2) cos[(z + Emn)t].  (12b)

— 00

It is instructive once again to rewrite (12b) in the alternate
form

W (t) = /OO dz Y(z)cos[(z — Emn)t]. (13)

— 00

The passage from (10) to (12) is made by first splitting the
bath summation in the former into a primed summation
over bath states which have the energy difference z = &,,, —
&, the multiplication by the number of bath states dzp(z)
having the given value of the energy difference z and a
subsequent summation (integration) over z that appears
in (12). Thus, in these expressions Y(z) is itself given by

V(z) = 222 S~ o880 |0, || N, )

5 (149)

m,n

where the prime over the summation restricts it as ex-
plained above. The function Y(z) given by equation (14)
contains all the necessary information regarding the tran-
sitions by taking into account the spectral features of the
bath and henceforth will be referred to as the spectral
function as elsewhere in the literature. The time evolution
of the probability difference in a quantum dimer can be
obtained from equation (6) after substituting the appro-
priate memories Wio and Ws; which are most generally
(but within the weak coupling, i.e., perturbative, approxi-
mation) given by equations (12) and are determined from
the interaction and a knowledge of the density of states.
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3 General memory description of detailed
balance and decay of oscillations

Having obtained the basic form for the time dependent
memory function in the previous section, we now ex-
amine the features of the spectral function which ulti-
mately determines the behavior of the memories. For a
system that approaches equilibrium the long time limit of
the memories are given by their Fermi rates counterpart
(F = [, dt'W(t')). In the case of a two-site nondegener-
ate system with energy difference €15 = 2A between the
two sites the ratio of the rates in the long time limit is
given by the detailed balance condition,

Fip 75 dz Y(2)0(2A + 2)

= — o284,
For [T dz e P2Y(2)0(24 + 2)

(15)

In addition, using equation (13) for Why, the ratio of the
two rates in the long time limit can also be written as:

o0

f;go dzY(2)6(2A + 2) _ y(72A)' (16)
7o, dzY(2)6(2A - z)  V(24)

Equations (15) and (16) give Y(—z) = Y(2)e~?* implying
that Y(z)e## is the mirror image of )(z). While cal-
culating the time dependent memories in the GME it is
therefore sufficient to obtain only the spectral function
Y(z). These memories, when incorporated into the proba-
bility equations, give the dynamics for the specific system
of interest. To understand the resulting dynamics it is in-
structive to examine equation (6) in the Laplace domain.
For the population initially at site 1 the Laplace transform
of equation (6) gives

#e) = &) + &)

= - 1-—
€+ Wia(e) + Wai(e) [

: & Wia(e)—Whai (e
with £(e) = 7W12263+W21£e;
and the sum of the Laplace transform of two memories,
€ being the Laplace variable. The value of the probability
difference at long times from the Abelian theorem, which
equates it to lim¢_o €p(e), is

as the ratio of the difference

p(t = 00) =&(e=0)

and results in p(t) = — tanh (8A) which is independent of
the form of the memory function. The transient dynam-
ics on the other hand would depend on the specific form
of the memory functions. For example, the dynamics at
short ti{nes would be dominated by the form of the term
TnEO T B equation (17).

To further exemplify the connection provided by the
GME between loss of coherence and decay to detailed
balance let us consider a representative spectral function
given by Y(z) = HS%WYS (z), which when substituted in

equations (12) gives for the memories,

(18)

W = % /00 dz (1 + tanh(5z/2)) Ys(2) cos [(z £ 2A)t].
(19)

— 00
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Fig. 2. Time evolution of p resulting from the Lorentzian spec-
tral function. The different parameters are § = 0.1, a = 0.2
and A = 1.

To proceed further, we need to assume some form
for Ys(z). Any symmetric function Y;(z) would satisfy
Y(—z) = Y(2)e P and would therefore be appropriate.
As an example we consider a Lorentzian function for Y;(z),
Yi(z) =1/ (1+ (§)2) To keep the analysis analytically
tractable we assume 8 < 1, and obtain the time evolu-
tion equation for p from equation (6):

t
% + T ; dse=*=%) cos (2A(t — s)) p(s)
2 t
— 77r042 p / ds e~ **sin(24s).  (20)
0

In Figure 2 we show both the coherent energy transfer
for short times with decay of oscillations and finally the
probability difference settling to a constant value obtained
as solution of equation (20).

The steady state value of the probability difference at
long times from equation (18) is

g(ﬁ = O) = _ﬁAa

the first order term obtained in the expansion of tanh(8A)
for B <« 1. The short time behavior is dominated by the

1 . .
term Tn O equation (17) and for the memory

under consideration is,

(21)

4A% + € (1+ %)2
€ <4A2 +€e2 (1+ %)2 + 7o (1+ %))

ple) = . (22)

which shows both oscillations of p and its decay at short
times. This loss of coherence at short times is a conse-
quence of the coupling to the reservoir. For small values
of a (a/e ~ 0) the oscillation seen at short times in Fig-
ure 2 can be further approximated by

T Ccos (\/4A2 + T t) + 42
4A2 + 1o '

Pt — 0) = (23)

The observed dynamics of the probability difference can
be therefore looked upon as the resultant of the interplay
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between three different effects. The first is coherent trans-
fer with oscillations which occur between the maximum

value of 1 and a minimum value, which is not —1 as in the
4A% 7o .
IAT¥r/a’

the nondegeneracy (finite value of A). The second is the
decay of the coherence at short times as a result of cou-
pling to the reservoir. The third is the ultimate decay to
a steady state value consistent with the detailed balance
condition, which, while it is also a result of the coupling
to the reservoir, stems from a source different from that
leading to the destruction of phase coherences.

degenerate case but this difference arises from

4 Application to nondegenerate dimer

As a more realistic example we now consider the standard
model of a two-site nondegenerate dimer in interaction
with bosons and apply the formalism developed in this
paper to it. The Hamiltonian for this model is given by:

1
H=Tlw (bTb—i— 5) +V (aiag + agcu)

+A (a]{al — a£a2> + ghw (b + bT) (a]{al - a£a2>
(24)

and consists of an electron interacting with phonons and
tunneling between the two sites. In equation (24) b and b
are, respectively, the annihilation and creation operator
for the phonons, with a frequency w, a; and al-t are the par-
ticle’s annihilation and creation operator at sitei = 1,2,V
is the tunneling matrix element between sites 1 and 2, g is
the electron-phonon coupling constant and A is the differ-
ence in energies at sites 1 and 2 which measures the non-
degeneracy. The bath is assumed to be in thermal equilib-
rium. Applying the unitary transformation e®He ™ with

S=yg (b — bT) (a]ial — agag) on equation (24) the polaron

Hamiltonian given by
_ t t ig. L
H = A (AJA = ALA;) + ho (B B+
+V (4] Ae729(P=FY) 4 afa,e20(P=FY)) (25

is obtained. In this transformed Hamiltonian the oper-
ators for the polaron and phonons operators are B =
b+ g(ala; — alay) and A = ae9®' =Y respectively. The
transformed Hamiltonian of equation (25), except for the
last term, is diagonal in the combined basis of the polaron
and phonons and hence is of the form H = Hy + V with
V = V(AJ{AQe_Qg(B_BT) + A$A1629(B_BT)) representing
the off-diagonal contribution to the Hamiltonian respon-
sible for the motion of the polaron between the two sites.
The memory function obtained from the polaron Hamil-
tonian can be computed [18] (see also equation (28) of
Ref. [19]) and is given by

W(t)= Y249 (1—cos(wt) coth(5) og (492 sinwt £+ 2At) .
(26)
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Fig. 3. Spectral function )(z) in the high (left) and low (right)
temperature limit normalized to V2. The parameter values are
g=1and fw = 0.1 (left) and fw = 20 (right).

The spectral function )(z) of equations (12), (13) and (19)
can be written in terms of a modified Bessel function,
which is excellently approximated by a Gaussian for large
temperatures and a Poisson distribution for small tem-
peratures (see Appendix for details), and is shown in Fig-
ure 3 for two different temperatures values fw = 0.1 (left)
and fw = 20 (right). The probability difference can be
calculated by substituting the memory functions of equa-
tion (26) in equation (6). Given our current interest which
is in the general trends of the behavior, we restrict the
analysis to the case of large temperatures (fw < 1), in
which case the spectral function can be expressed as a
Gaussian (see Eq. (A.7))

(cury
e 1692/Bw |

V2
V(z) =
2g ﬁ%

(27)

In equation (27) we have assumed the density of states
to be uniformly distributed, which would be applicable,
for instance, in the case of acoustic phonons. From equa-
tions (12) the memory functions are

2,12
W =2V2e 5" cos [(4g%w £ 2A)t] . (28)
The evolution of probability difference (Eq. (6)) with the

memories from equation (28) is given by

% +/O Wy (t — s)cos (2A(t — s)) p(s) = /0 dsWi(s)
(29)

14g2wt?
B

W,(t) = 4V2e™ cos(4g%w)

and depends only on the reservoir while

Wy (t) = —4V2%e™ 5 sin (4g°w) sin (2A¢) .

In Figure 4 we show the evolution of the probability
difference obtained from equation (29). The parameters
have been specifically chosen to clearly demonstrate the
markedly different behaviors at short and long times. For
the specific choice of parameters we observe the initial
loss of coherence and a long lived metastable state before
the correct thermal values are obtained by the probabil-
ity difference for long times. The short time behavior can
be obtained by expanding the memory function W, (¢t — s)
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Fig. 4. Time evolution (solid line) of the probability difference
as a function of time for Gaussian spectral function with uni-
form density of states showing two different regimes in which
the short time behavior is dominated by the dc stark value
(dashed line) and the long time behavior settles to the value
given by the detailed balance condition (dashed-dotted line).
The parameter values are g°w/V = 0.02, 8V = 0.15, A/V =2
and the initial condition is p(0) = 1.

with respect to the memory time and retaining the lowest
order term in the expansion [20,21]. This approximation
completely captures the initial loss of coherence and the
decay to the non thermal steady state and is shown by the
dashed line fit to the exact evolution of p in Figure 4. Fur-
thermore, for small values of coupling to the bath ¢ < 1,
equation (29) can be approximately written as:

dp = 4V /Ot dscos (2A(t — 8)) p(s), (30)

dt

which is independent of the presence of the bath and
whose solution,

A2 V2
p(t) = VI A2 +V2+A2COS(

2t V2+A2>, (31)

shows coherent transfer, with p oscillating around a dis-
placed equilibrium value (p) = A?/ (V2 + A?). This long
lived metastable state or prethermalization plateau [22,23]
corresponds to the steady state of the integrable system
obtained by setting ¢ — 0 in the Hamiltonian of equa-
tion (25). With increasing time higher order terms in
the expansion of the memory function become important
which results in the ultimate decay to the detailed balance
value (—tanh(GA)) (dashed-dotted line in Fig. 4). The
memory functions in equations (12) can be expressed as
cosine and sine Fourier transforms of the spectral function.
The Gaussian spectral function in the limit of vanishing
coupling to the phonons tends to a delta function, whose
Fourier transform results in long-lived memory functions.

5 Conclusions

In this paper we have developed a formalism of general-
ized master equation theory, appropriate, for describing

Eur. Phys. J. B (2014) 87: 86

the quantum evolution of a system, which, in addition
to interaction with a reservoir is also nondegenerate. In-
clusion of non degeneracy leads to inhomogeneity in the
GME. Within the weak coupling approximation the the-
ory presented combines the two distinctly different effects
of the presence of reservoir, loss of coherence and decay of
probabilities, to the value given by the Boltzmann factors.
The important input required in the calculation of the evo-
lution of the probabilities is the time dependent memories
appearing in the GME. They are determined via Fourier
transforms of the spectral function )(z). Particulars of
the bath such as the density of states and the interaction
with the subsystem of interest are contained within this
spectral function, thus providing a complete general de-
scription of the quantum system of interest. The central
result of our present analysis can be appreciated visually
in Figure 4 as the coexistence of probability oscillations
in the first part (short time) and of probability decay to
values displaying the correct Boltzmann probability ra-
tios consonant with the nondegeneracy in the second part
(long time). The first is characteristic of nondegeneracy in
a quantum system while the second represents ultimately
the equal a priori postulate of equilibrium statistical me-
chanics. The issue of the separation of time-scales in the
approach to equilibrium is extremely important [24,25].
Note that the time scale in Figure 4 is logarithmic: the
two phenomena described accurately by the theory we
have presented apply to widely different times. The weak
coupling assumed here is crucial for the separation of the
two scales. Stronger values of coupling leads to immedi-
ate decay of the probabilities to the thermal value and
the separation of time scales is not observed. While the
examples presented in this paper are limited to two-site
systems, the theory has wider generality, and is applica-
ble to larger quantum systems®. The transparent way in
which the theory has been developed should allow for its
application in the study of a large number of different
systems.

Appendix: High and Low temperature limits
of the memory function

The memory function of equation (26) can also be written
as:

Wio (t) =2V?2

x exp [—4g” ((2n+1) — (n + 1)e™" — ne™")]

(A1)
by using = = ﬁ (h = 1) for the average num-
ber of phonons in thermal equilibrium and further by

! We have not merely repeated the standard textbook-type
steps in a Zwanzig form derivation in Section 2 as is sometimes
done. The detail laid out there and comments made are impor-
tant as they precisely explain how the detailed balance nature
of rates occurs even after a weak-coupling approximation of
the expressions.
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rearranging the terms as

ng(t) _ 2v2e—4g2(2ﬁ+1)

o e4g2 /ﬁ(ﬁ-',-l)[ /ﬁ%»leiwt_,’_ ﬁileﬂ'wt]

(A.2)

and using the relation 5 (1) = Sore L)t can be
expressed in terms of the modified Bessel function

Wig = 2v2e—4g2(2ﬁ+1)
X Z ei‘*’z(F%)Iz (8g2\/m). (A.3)

Comparing this with equation (12) it is straightforward to
see that the function )(z) is given by

V(z) = 2V2p(z)e 49" @t =55 (&cﬂ/W)
(A.4)

which by using the expression for 7 can be written as

ﬂ@zwmae@“ﬁmvfb<?éf> (A.5)

where k = e~ #¢. In the high temperature limit T — oo,
[ — 1 for which k£ — 1. The large temperature expansion
of equation (A.5) can be done by first realizing that when
the argument of a modified Bessel function is much larger
than its order than it can be approximated extremely well
by a Gaussian, or Z,(x) ~ Io(x)exp(—22/2z). With this
approximation, and using the asymptotic expansion for
modified Bessel function in the case when the argument

is much larger than the order and given by I, (z) ~ —&

2mx
we obtain for Y(z)
V2 .
V(z) ~ P(Z)ﬁk /2
L2 (1-k\ g2 A=VE)?
X e 1692 (17\/%)6 4o ( 1=k ) (A6)
which reduces to a Gaussian
V2 B (zf4g2)2
V(z) = e 169%/8w (A.7)

P(Z)m

in the limit & — 1. In the low temperature limit (7" — 0,
B — oo and hence k — 0) and using the small argument
expansion of the modified Bessel function

! (f)a O<z<vatl, (AS8)

la(@) = 777 (3
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in equation (A.5) we obtain a Poisson distribution for the
function Y(z) at low temperatures

" (492)Z> , (A.9)

z!

gy@sz%
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