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Abstract
We present some models of random walks with internal degrees of freedom
that have the potential to find application in the context of animal movement
and stochastic search. The formalism we use is based on the generalized
master equation which is particularly convenient here because of its inherent
coarse-graining procedure whereby a random walker position is averaged over
the internal degrees of freedom. We show some instances in which non-local
jump probabilities emerge from the coupling of the motion to the internal
degrees of freedom, and how the tuning of one parameter can give rise to sub-,
super- and normal diffusion at long times. Remarks on the relation between
the generalized master equation, continuous time random walks and fractional
diffusion equations are also presented.

PACS numbers: 05.40.Fb, 05.40.−a, 89.20.−a

1. Introduction

Ecology is a notoriously complex science [1]. The myriad degrees of freedom and the multiple
length and temporal scales governing the phenomena make ecological observations inherently
integrative. Disentangling the various mechanisms and identifying unequivocally the reasons
underlying a given process almost always present a daunting task. Animal movement of
foraging animals, and the ensuing stochastic search processes, fall in this category.

The disparate modelling efforts that have attempted to understand how animals move and
forage bespeak of the complexity of the problem. Evolutionary time scales are considered,
for example, in constructing models of foraging behaviour that maximizes the animal fitness
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(or reproductive success) on the basis of its internal energy reserves and the actions of their
neighbours (e.g., see [2]). On shorter time scales, food availability and predator presence
are considered as the key ingredients for animal foraging behaviour [3]. In regard to spatial
dimensions, food patch areas and patch density distribution generate a plethora of length scales
that affect animal behaviour [4].

Many of these different aspects of foraging have extensively been studied in the past,
but despite the literature including recent studies on optimization of encounter rates via Lévy
search strategies in random environment [5, 6], not much work exists at the animal cognitive
level. Experimental as well as theoretical studies of how an animal perceives its surroundings,
processes the environmental cues, and then moves its body in a certain direction are still in
their infancy [6].

In this report we discuss some simple models of animal movements that possess internal
degrees of freedom. They are reminiscent of the (energy) state-dependent foraging behaviour
on one hand, where the internal states represent the amount of energy reserve [2], and of
information processing on the other, where a transition between internal states indicates the
completion of a cognitive task (e.g., see [7]).

The modelling that we employ here is based on the generalized master equation (GME)
approach inherent in numerous early descriptions of transport and reviewed and emphasized
by one of the present authors [8, 9]. Given the large literature on the application of continuous
time random walks (CTRW) approach [10] to animal movement [11], as well as more recent
applications of the fractional diffusion equation (FDE) to model foraging seabirds [12], we
dedicate section 2 to describe the general relation between the three formalisms. Section 3
deals with our general choice of random walk models with internal degrees of freedom,
whereas examples of random walkers, whose coupling to the internal degrees of freedom
tends to enhance the movement, are treated in section 3.1. Examples of coupling situations
that slow down the movement are discussed in section 3.2. Effects of the type of coupling on
the mean square displacement (m.s.d.) are discussed in section 3.3, and finally conclusions
form section 4.

2. The GME–CTRW–FDE equivalence

The three mathematical objects that are commonly used to represent a random walker that
diffuses anomalously, i.e., whose m.s.d. does not grow linearly with time, are the GME, the
CTRW and the FDE. These three mathematical objects represent the time evolution of the
probability distribution of the spatial position of the walker. The CTRW typically involves an
integral equation, is the generalization of Montroll and Weiss [10] to continuous time of the
discrete-time random walk [13], wherein the walker is allowed to pause before taking the next
step. The GME is an integro-differential equation that has arisen naturally from the use of
projection techniques [14] made by Nakajima [15] and Zwanzig [16] in their studies to help
understand how macroscopic irreversibility emerges from reversible microscopic dynamics.
It has been particularly successful in resolving long debated issues in transport theory [8, 17]
and explaining transport experiments in a variety of contexts including in organic materials
[18]. The FDE, a differential equation with fractional index, introduced more recently by
Schnyder and Wyss [19], has been extended by various authors [20–23] to its most general
form with a fractional operator not only in time but also in space (space-time FDE) [24, 25].

In general, these mathematical objects are considered formally equivalent to one another.
This indeed was proved in 1973 for the GME–CTRW formalisms [26] in a simple case and
in 1974 [17] for the completely general situation including with internal states (or coupled
space-time situations). The general equivalence given in [17] appears to have gone unnoticed
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as it has been reported by several authors subsequently [27–29] as a generalization of [26].
See [8] and a recent reference [30] for a discussion5. The FDE was shown to represent a
special case of the CTRW in 1995 [31]. From these works it follows that the FDE is also an
equivalent subset of the GME. More recently, in the presence of the so-called ageing systems
[32], very interesting results on the relation between the GME and the CTRW have emerged
(see [33] and references therein). These however are not of our concern in this paper.

As it appears that the formal equivalence between the GME and the FDE has not been
shown in the literature, we explicitly derive here the relation between the spatial and temporal
kernel of the FDE with the spatial kernel and the memory of the GME, respectively. We
do so by considering the so-called decoupled case of the GME in 1D continuous space,
corresponding at the stochastic level to a complete independence of the distribution of jump
length from the time correlation between the steps, namely

∂P(x, t)

∂t
=
∫ t

0
ds φ(t − s)

∫ +∞

−∞
dy W(x − y)P (y, s), (1)

where the spatial kernel W(x) and the memory φ(t) multiply one another. These
simplifications have been made here only for ease of display.

The general 1D space-time decoupled FDE can be written in the form [24]

tD
βP (x, t) − P(x, 0)

t−β

$(1 − β)
= xD

αP(x, t), (2)

where xD
α is the symmetric Riesz–Feller space-fractional derivative operator of order 0 < α !

2 (the case α = 1 is a special limiting case), tD
β is the Riemann–Liouville fractional integral

of order 0 < β ! 2 and P(x, 0) is the initial distribution. In order to determine the explicit
equivalence of (1) with (2), one first applies the operator tD

−β transforming equation (2)
into [25] (see appendix A)

P(x, t) − P(x, 0) = tD
−β

xD
αP(x, t). (3)

By writing out explicitly equation (3) one obtains

P(x, t) = Kα,β

∫ t

0
ds

(t − s)β−1

$(β)

∫ +∞

−∞
dy

$(1 + α) sin(πα/2)

π |x − y|1+α P(y, s) + P(x, 0), (4)

where Kα,β is the generalized diffusion constant, with units (length)α(time)−β . Note that
differentiation in time converts equation (4) to a form that is more often encountered in the
literature (see e.g. [23]). The equivalence can now be shown by solving for the probability
function in equations (1) and (4) in the Fourier–Laplace domain and equating the resulting
form [26]. In particular one can show that the FDE is an equivalent subset of the GME when
W(x) = Kα,β$(1 + α) sin(πα/2)π−1 |x|−1−α and φ̃(ε) = ε1−β .

In more general terms if one considers a generalization of the FDE where the temporal
kernel is a generic function ρ(t) instead of being of the form tβ−1/$(β) as in equation (4),
one can show that

φ̃(ε) = ερ̃(ε), (5)

where ρ̃(ε) is the Laplace transform of ρ(t).6

5 We have followed an anonymous referee’s suggestion to clarify the chronology but are confident that the later
generalizations were all arrived at independently in different physical contexts.
6 It is interesting to note that, for certain choices of the function ρ(t) that possesses a Laplace transform, it might not
be possible to formally derive the memory φ(t) explicitly, if the condition for the existence of the inverse Laplace
transform [34], i.e., limε→+∞ ερ̃(ε) = 0, does not hold. This however is of little importance to their equivalence
since the Laplace domain is just a linear transformation of the time domain and thus of equal importance, in as much
as the Fourier domain has equal importance as the spatial domain.
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In the simple cases such as when the spatial kernel is Brownian, i.e., in the limit α → 2
when the Riesz–Feller fractional derivative operator becomes a second derivative in space,
one can show that the solution of the FDE shows superdiffusive behaviour when β > 1,
corresponding to a memory of the form φ(t) = tβ−2/$(β−1), and simple diffusive behaviour
when β = 1, corresponding to φ(t) = δ(t). A subdiffusive behaviour, characterized by a
memory that changes sign, is obtained instead when β < 1.

The choice of which of the three mathematical frameworks (GME, CTRW or FDE) one
ought to use in a given situation depends very much on the problem at hand. Even if there are
no practical criteria that suggest which formalism to use, there are however certain situations
that appear to favour one of the three. In the presence of ageing systems, for example, it
is suggested [33] that the GME–CTRW equivalence [26] makes sense when observation and
preparation times are identical, favouring the CTRW description when systems exhibit ageing.
The FDE appears to be convenient when modelling a random walker that moves anomalously
within a confining potential [23], while the GME, by its own construction, is particularly
suited when the variable evolution is obtained by coarse-graining over the remaining degrees
of freedom of the system [35]. We exploit here this natural feature of the GME to discuss some
‘microscopic’ mechanisms that generate anomalous statistics. We do so in the next section by
giving some examples where the translational motion of a random walker is coupled with its
internal states and gives rise to anomalous diffusion.

3. The random walker movement coupled with its internal states

For general purposes, we study a random walker moving in discrete space, the continuous
space description being obtained with the standard limiting procedures. An early study based
on equations with internal states was given in 1977 by one of the present authors [36] in
the study of vibrational relaxation and its interplay with intermolecular transfer of electronic
excitation. Let us consider the following discrete master equation

dP M
m (t)

dt
=
∑

n,N

[
RMN

mn P N
n (t) − RNM

nm P M
m (t)

]
, (6)

that describes a random walker on a 1D lattice of N sites with internal degrees of freedom
denoted by the integer m. In equation (6), the object RMN

mn gives the transfer rates for ‘jumping’
from the lattice site N and internal state n to the lattice site M and internal state m. We consider
that the lattice is subjected either to periodic boundary conditions or N becomes infinite
taking on values from −∞ to +∞, whereas we assume that natural boundaries [35] exist for
the internal dynamics, making the index m at least semi-infinite. We take the specific form

RMN
mn = γmnδM,N + FMN

m δm,n, (7)

with δp,q a Kronecker delta, indicating that the transitions among internal states only occur
at the same lattice site, while ‘jumps’ among the different sites of the lattice depend on the
internal states. With these assumptions, equation (6) can be written as

dP M
m (t)

dt
=
∑

n

[
γmnP

M
n (t) − γnmP M

m (t)
]

+
∑

N

[
FMN

m P N
m (t) − FNM

m P M
m (t)

]
. (8)

We are interested in knowing what are the conditions on FMN
m and γmn such that the

m.s.d., 〈M2〉 ≡
∑

M M2P M(t), of the coarse-grained probability P M(t) =
∑

m P M
m (t), does

not increase linearly with respect to time. In asking such a question, for simplicity we restrict
our analysis to the case when the particles are allowed to jump only to nearest-neighbour sites,
i.e., FMN

m = Fm[δM+1,N + δM−1,N ]. This choice of rates represents conditions in which the
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dynamics of the internal degrees of freedom may affect the movement of the walker, while the
walker displacement does not have any feedback on the internal dynamics, as can be seen by
summing over M in equation (8). In the following we refer to Fm as the coupling or coupling
coefficient.

By multiplying equation (8) by M2 and summing over m and M, it is easy to see that
independently of γmn, we obtain

d〈M2〉
dt

= 2
∑

m

FmPm, (9)

indicating that without coupling to the internal states of the walker, i.e., for an Fm that does
not depend explicitly on m, the movement can only be diffusive. Since any coupling of the
form Fm = C + FZ(m), with Z(m) being a generic non-singular function of m, may mask
the anomalous time dependence emerging from the internally coupled motion, we consider in
our study situations where the constant rate C is negligible compared to the magnitude of the
rate F.

In the following subsections we show the effects of specific coupling and/or internal rates
on the movement of the walker at the macroscopic level. We do so by determining the space-
time kernel of the GME for the coarse-grained probability distribution. We also investigate
under what conditions equation (9) is anomalous at long times, which can be achieved for
example with transitory internal dynamics, that is to say, when no stationary distribution exists
for Pm(t) =

∑
M P M

m (t). One may obtain transitory states for example when the internal
transition rates are time dependent or when the time-independent rates do not satisfy the
detailed balance. We analyse in the following three examples of this transitory dynamics.
The former situation is studied in section 3.1, while the latter is described in section 3.2.
For Brownian dispersion on the internal states (transitory dynamics), how the type of coupling
affects the long-time dependence of the m.s.d. is the subject of section 3.3.

3.1. Linearly dependent coupling with decay process transfer rates

The simplest assumption on the dependence of Fm on m is Fm = Fm. This is a particular
case of Fm = C + Fm, used in the study of vibrational relaxation on intermolecular excitation
transfer [36, 37] with internal dynamics defined over a semi-infinite set of states (m " 0).

For the internal dynamics a very common situation occurs when the rates γmn describe
linear one-step processes [35], i.e., γmn = γ−

n δm−1,n +γ +
n δm+1,n, where γ±

n are linear functions
of n. This is the case, for example, in the theory of relaxation of Montroll and Shuler [38] or their
generalization by Seshadri and Kenkre [37] where γ +

n = kn and γ−
n = k(n+H −1) e−ω̃ which

arise from the harmonic-oscillator selection rules, wherein ω̃ = ,/kBT is the Boltzmann
factor (with , being the oscillator energy, kB the Boltzmann constant and T the temperature),
k is the characteristic rate, and H is the degeneracy of the oscillator [36]. Another example
is the decay processes, where the transitions are directed to lower states only (γ−

n = 0) and
given by γ +

n = γn. In such a case the dynamics of the internal states, obtained by summing
equation (8) over M, is governed by

dPm(t)

dt
= γ [(m + 1)Pm+1(t) − mPm(t)], (10)

with Pm(0) = δm,r , wherein r > 1 represents the internal level occupied at time t = 0. The
case r = 0 is not considered here: it corresponds to an initial condition such that the internal
dynamics has already reached its steady state.

By following the general procedure derived by two of the present co-authors in [39] and
detailed here in appendix B, it is possible to show that a coupled space-time GME memory
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emerges. One obtains in fact that the macroscopic probability distribution of the walker is
governed by

dP M(t)

dt
= 2F

∫ t

0
ds
∑

N

Dφ(M − N, t − s)[P N+1(s) + P N−1(s) − 2P N(s)]. (11)

With the definition h1(k) = 4F sin2(πk/N ) and h2(k) = γ + h1(k) one can write the space-
time-coupled GME kernel in the Fourier–Laplace domain

D̂φ(k, ε) = 1
2h1(k)






[
1
γ

r∑

j=0

(−1)j$(2r + 1)

$(2r − j + 1)

(
γ

h2(k)

)j+1

× $(2r + ε/h2(k))

$(j + 1 + 2r + ε/h2(k))

]−1

− ε




 . (12)

D̂φ(k, ε) is independent of k only when r = 1. For all other situations it does depend on k.
This is an interesting finding since it implies that, at the macroscopic scale, effective transfer
rates to non-nearest-neighbour sites are generated by the internal dynamics, even if they were
not imposed at the outset. Examples of effective non-local transfer rates generated by the
dynamics of a system can be found in [40, 41] in the context of exciton transport in molecular
crystals. These non-local space effects are due to the coupling Fm linear in m, that makes
it easier for the walker to move longer distances the higher the value m. The higher the
internal excitation the faster the walker moves to the neighbouring sites, leading to jumps that
effectively connect sites further away when the description is coarse grained over the internal
degrees of freedom.

Decay processes such as the one just described or the one considered by Montroll and
Shuler [38] possess a steady-state distribution. As argued before, the m.s.d. at long times
will always be diffusive. However, if the decay process has rates that fade out with time, the
dynamics of the internal states is transitory and the system does not obey the detailed balance.
This might represent the fact that the internal system is kept out of equilibrium as occurs in
the case of energy transfer rates in a conjugated polymer guest–host system [42]. A simple
modification of equation (10) with time-dependent rates can be achieved by converting γ to
γ /(t + τ ) where τ represents a characteristic time scale. Evaluation of the m.s.d. then gives
(see appendix B)

〈
M2(t)

〉
= 2F τ

r

1 − γ

[(
t

τ
+ 1
)1−γ

− 1

]

, (13)

for any γ (= 1, while M2(t) ∼ ln(t) when γ = 1. If the decay rates are too strong (γ > 1),
the only internal state that remains populated is the ground state and thus the coupling to the
walker steps is lost for our choice Fm = Fm. However for weak decay rates (γ < 1),
the internal excitation decays slowly enough to influence the movement of the walker. The
generated macroscopic memory is a complicated coupled space-time kernel where effective
jumps to distant sites are possible however slowed down by the fact that the internal excitation
is decaying. The subdiffusion in the form of equation (13) is the result of the walker effectively
jumping at random to distant sites and, at the same time, the tendency of not moving due to
the internal dynamics that is relaxing to the ground state.

For completeness we would like to point out that, in place of equation (10) with time-
dependent rates, by considering transition rates γ±

mn with m " 1 such that γ−
n = γ /(t + τ ) and
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γ +
n = 0, the internal dynamics is governed by

dPm(t)

dt
= γ

t + τ
[(m − 1)Pm−1(t) − mPm(t)]. (14)

With initial conditions such that Pm(0) = δm,r it is possible to show (see appendix B) that

〈M2(t)〉 = 2F τ
r

1 + γ

[(
t

τ
+ 1
)1+γ

− 1

]

, (15)

giving a superdiffusive dependence for any positive γ .

3.2. Coupling to a single level with internal long range transfer rate

Subdiffusive movement at long times can also be generated without introducing time-
dependence between the internal states. We consider for this purpose a walker that moves
only if its internal state is in the ground level m = 0. We thus have that Fm = F δm,0. This
converts equation (9) to

d〈M2〉
dt

= 2FP0(t). (16)

Unless the level P0(t) remains constant over time, anomalous dispersion will always be
manifest in this model. If the internal states are transitory, then 〈M2〉 is not diffusive at long
times. Here we build one such example by considering the spectrum of internal states to be
semi-infinite and with an internal dynamics that does not satisfy the detailed balance. The
internal rates of our system are chosen such that γmn = σmδn,0 + ρnδm,0 with σ0 = ρ0 = 0
indicating that transitions occur from the ‘ground’ state to any of the remaining levels m with
rate σm and from any level n > 0 to the ‘ground’ state with rate ρn. As a first example we
choose an n-dependence such that ρn = σn = f n−α with α > 1. This power law n-decay
of σn allows the higher internal levels to be populated, depleting the ground state and thus
slowing down the movement. However, this effective deceleration does not bring the walker
to a halt because all the decay transitions are to the ground state, which is the internal state
when the walker steps to the nearest-neighbour sites.

If we write the system of equations that govern the dynamics for the internal degrees of
freedom we have

∂P0(t)

∂t
=

+∞∑

n=1

ρnPn(t) −
(

+∞∑

n=1

σn

)

P0(t),

∂Pn(t)

∂t
= −ρnPn(t) + σnP0(t).

(17)

Solving for P0(t) can be achieved by converting equation (17) to the Laplace domain giving
P̃0(ε) =

{
ε
[
1 +

∑+∞
m=1 σm/(ε + ρm)

]}−1 for the initial condition Pm(0) = δm,0. Equivalently,
one may write the evolution for the macroscopic probability P M(t) in the GME form

dP M(t)

dt
= F

∫ t

0
ds φ(t − s)[P M+1(s) + P M−1(s) − 2P M(s)], (18)

with the memory

φ̃(ε) =
(

1 +
+∞∑

m=1

σm

ε + ρm

)−1

. (19)

From equation (19) our choice for the rates σm and ρm becomes clear now. Given the relation
d〈M2(t)〉/dt =

∫ t

0 dt ′
∫ t ′

0 dt ′′φ(t ′′), in order to have a subdiffusive t1−β m.s.d. at long times
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with 0 < β < 1, it is necessary to satisfy two conditions: (i)
∫ +∞

0 dtφ(t) = φ̃(0) = 0 which
can be achieved if the series

∑+∞
m=1 σm/ρm diverges and (ii) φ(t) ∼ t−1−β at long times. If

ρn = σn the first requirement is satisfied, whereas for the second requirement it is necessary to
study the dependence of φ̃(ε) for small ε. This can be done by studying the Mellin transform
of the series

∑+∞
m=1 σm/(ε + ρm) (see appendix C), showing that for α > 1, the memory

φ(t) ∼ t−
1+α
α at long times thus leading to subdiffusive m.s.d. with β = α−1.

For our choice of rates the inverse Laplace transform of equation (19) is not known
analytically. However, it is instructive to show one example where the memory can be
calculated analytically. This happens to be the case α = 1/2 with σm/ρm = 2. One can show
that this leads to 1 +

∑+∞
m=1 σm(ε + ρm)−1 = π

√
f/ε coth(π

√
f/ε), giving a memory (see

appendix C)

φ(t) = δ(t) − 32
π2

f

+∞∑

n=0

e− 4f t

(2n+1)2

(2n + 1)4
. (20)

The Dirac delta function in the memory is indicative of diffusive behaviour, which however
persists only at very short times being replaced by subdiffusion at longer times. It is evident
that the memory is positive only at t = 0, while it remains negative for t > 0, satisfying
the necessary requirement for its integral over all times to be zero. The macroscopic m.s.d.
corresponding to equation (20) can be evaluated to be exactly

〈M2〉(t) = 4
π2

F

f

+∞∑

n=0

[
1 − e− 4f t

(2n+1)2
]
, (21)

which grows linearly only at short times (〈M2〉(t) ∼ 2F t). The t-dependence at long times for
equations (20) and (21) can be calculated through Mellin transform methods (see appendix C),
giving, respectively, φ(t) ∼ −f −1/2(π t)−3/2 and 〈M2〉(t) ∼

(
8F/π3/2

)√
t/f .

Slight variations in the choice of the rates such that decay rates to the ground level ρn =
f n−1 and σn = f nb−1 create a memory of the form φ̃(ε) =

(
1 + f

∑+∞
m=1 mb−1/(f + mε)

)−1

that can be shown to possess those two properties mentioned above when 0 < b < 1, giving
a subdiffusive m.s.d. 〈M2〉(t) ∼ t1−b.

3.3. Non-diffusive behaviour dependence on the coupling to the internal states

The examples studied in sections 3.1 and 3.2 can be looked upon as two very different types of
coupling to the internal dynamics. In the former subsection the coupling does not decay as a
function of m, but it increases proportionally to m with Fm = Fm. In the latter subsection, on
the other hand, the coupling is represented through a sharp decreasing function with Fm = δm,0.
These two cases are just two examples of a variety of possible coupling mechanisms to the
internal degrees of freedom. We explore below a model that allows us to study the effects on
the anomalous diffusion properties of the walker as the coupling mechanism changes.

The number of internal states is semi-infinite (m " 0) as in the previous cases but with
internal dynamics that are considered Brownian:

dPm(t)

dt
= γ (Pm+1(t) + Pm−1(t) − 2Pm(t)), (22)

supplied with the boundary conditions P−1 = P0 [43], that is to say, a reflecting boundary at
site m = 0. The coupling Fm is chosen to decrease as a function of m covering both short-
and long-range decays, but it can also increase with m. The power function allows one to have
these features with the use of only one numerical parameter, that we call η (−∞ < η < +∞).
Accordingly we have chosen Fm = Fm−η(1 − δm,0), where the presence of Kronecker’s delta
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is just to avoid rates that become singular when m = 0. Solution of equation (22) with the
reflecting boundary conditions is given by [43, 44] Pm(t) = e−2γ t [Im(2γ t) + Im+1(2γ t)] for
our choice of initial condition Pm(0) = δm,0.

Following equation (9) the derivative of the m.s.d. is obtained by calculating λη(t) =
2F

∑+∞
m=1 m−ηPm(t), whose general expression in the Laplace domain is determined to be

λ̃η(ε) = F

4γ
1 + 1(ε)

√
ε

4γ

(
ε

4γ + 1
) Liη(1(ε)), (23)

where Liη(z) =
∑+∞

k=1 zk/kη is the polylogarithmic function [45] and 1(ε) =
[√

ε
4γ + 1 −

√
ε

4γ

]2. The tuning of the parameter η now allows the possibility of changing the long-

time dependence of λη(t). Any η < 0 would give superdiffusive behaviour, any η > 0
would make the m.s.d. subdiffusive, and with the long-time diffusive case corresponding to
λ0(t) = 2F {2δ(t) + 4γ [1 − P0(t)]}.

The long-time dependence of λη(t) can be inferred from the behaviour of λ̃η(ε) at small
values of ε with 1(ε) → 1 as ε → 0. If η > 1 the polylogarithm equals the Riemann
zeta function Liη(1(0)) = ζ(η) and λ̃η>1(ε) ∼ ε−1/2, implying that λη>1(t) ∼ t−1/2 and
〈M2〉(t) ∼ t1/2 for t → +∞. The internal Brownian dynamics has the effect of evenly
populating all the internal states m. Values of η > 1 mean rates of coupling to higher levels m
that decays proportionally to m−η. As time evolves higher internal states get occupied, making
the walker move less favourably, effectively slowing it down. The I-Bessel function dynamics
with its long-time decay of the probability Pm(t) determines the long-time behaviour of the
m.s.d.

A coupling to the internal states that decays faster than power laws does not change this
picture and the walker moves subdiffusively with a t1/2 in its m.s.d. long-time dependence.
One can show that even in the extreme limit when Fm is different from zero only at one site, as
for example in section 3.2, the movement dynamics is not slowed down further and the walker
subdiffuses with an exponent 1/2.

For values 0 < η ! 1, Liη(1(0)) diverges and the subdiffusive dynamics at long times
depends on the value η. Liη=1(1(ε)) = − ln[1 − 1(ε)] and the dominant term in λ̃1(ε) for
ε → 0 is ln(

√
ε)/

√
ε giving a − ln(t)/

√
t and 〈M2〉(t) ∼ −

√
t ln(t) long-time dependence.

For 0 < η < 1, Liη(1(ε)) ∼ $(1 − η)[1 − 1(ε)]η−1 and λ̃η(ε) ∼ εη/2−1 as ε approaches 0.
With the parameter 0 < η < 1 now one can tune the m.s.d. as 〈M2〉(t) ∼ t1−η/2 for t → +∞.

Similar calculations for the superdiffusive cases show that 〈M2〉(t) ∼ t1−η/2 at long times
pointing to a sub-ballistic (−2 < η < 0) and a super-ballistic (η < −2) m.s.d.. For the
special cases when η is equal to some negative integers, the polylogarithm reduces to the ratio
of polynomials of 1(ε) [46] and in some cases the infinite sum in λη(t) can be computed.
One such case is obtained when η = −1

λ−1(t) = F

[
2γ tP0(t) +

e−2γ t I0(2γ t) − 1
2

]
, (24)

which is linear at short times and then becomes t1/2 at long times, producing an initial ballistic
movement followed by long-time sub-ballistic t3/2 m.s.d.

4. Conclusions

The organizers of the wonderful collection of highly instructive random search articles that
forms this volume indicated to us that it would be useful to contribute to the volume a few of our
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ideas about general aspects of random walk formalisms used in stochastic search and related
descriptions. Accordingly we have reported here some simple models of random walkers with
internal degrees of freedom within the GME formalism. Additionally we have derived the
relation between the GME and the FDE which appears (to be probably known to many but)
perhaps missing in explicit form from the literature. We have exploited the fact that the GME
is particularly convenient when the system observed at the ‘macroscopic’ level involves a
coarse-graining over the ‘microscopic’ degrees of freedom, constructing non-local memories
by coupling the movement steps of a random walker to its internal states. For the models
selected, we have been able to write the kernels explicitly in the Fourier–Laplace domain
showing for example how non-local transfer rates in one case may emerge from the coupling
to the internal dynamics. For the case where there is coupling only through one internal level,
we have been able to indicate the necessary conditions under which subdiffusion is present at
long times. Subdiffusive stochastic search, in contrast to the more popular superdiffusive one,
might become a convenient strategy when there is partial information about the environment,
as recently reported in two species of Mediterranean seabirds during their foraging trips in
the presence of fishing activities [12]. We have also constructed a random walk model where
the interaction with its internal degrees of freedom is controlled by just one parameter in
such a way that anomalous diffusion at long times can be tuned from sub-, to normal- and
super-diffusion.

The specific choice of the internal dynamics and the coupling strengths have been inspired
from realistic examples and observations but dictated also by considerations of the ease with
which the ensuing calculations have allowed us to understand the emergent dynamics. Our
interest, however, is always to stimulate further studies on the subject and actually to look
for experimental systems that might be represented, even if only approximately, by our
rudimentary models.
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Appendix A. The derivation of the GME–FDE relation

Here we describe some essential details of section 2. We start by pointing out that in equation
(2) for the purpose of comparing the FDE to the GME, which only requires an initial P(x, 0),
we have omitted the initial term containing dP(x, 0)/dt . This initial term only appears when
β > 1, i.e., when the temporal kernel is of the superdiffusive type. In such cases we thus
assume that dP(x, 0)/dt = 0.

In dimensionless form the operator tD
β corresponds to [24]

tD
βg(t) =






dk

dt k

[
1

$(k − β)

∫ t

0
ds(t − s)k−β−1g(s)

]
, k − 1 < β < k,

dk

dt k
g(t), β = k,

(A.1)

10
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wherein k = 1 or 2 and g(t) is a generic continuous function of time. Application of the
Riemann–Liouville operator of fractional integration

tD
−βg(t) = 1

$(β)

∫ t

0
ds(t − s)β−1g(s) (A.2)

to equation (2) leads to equation (3). In transforming (2) into (3) one exploits the fact that

tD
−β t−β

$(1 − β)
= 1, (A.3)

and that

tD
−β(tD

β)P (x, t) = P(x, t) −
k∑

j=1

[
tD

β−jP (x, t)
]
t=0

tβ−j

$(1 + β − j)
, (A.4)

with the last term to the right in equation (A.4) being zero [22, 25] because

lim
t→0

[$(j − β)]−1
∫ t

0
ds(t − s)j−β−1P(x, s) = 0. (A.5)

Appendix B. Calculation of the space-time-coupled memory function Dφ(M , t)

In this section we present how equation (11) is obtained with the explicit form of the memory
(coupled in time and space) given in (12).

It is a general property of the master equation (8) that, after summing over all internal
states and taking the discrete Fourier transform, the coarse-grained probability distribution
P k(t) =

∑
M ei2πkM/NP M(t) satisfies the equation

dP k(t)

dt
= 2

[
cos

(
2πk

N

)
− 1

]∑

m

FmP k
m(t). (B.1)

Under the assumptions made in section 3, an exact analytical solution for Ĝk(z, t) =∑∞
m=0 zm

∑
M ei2πkM/NP M

m (t) can be found. For the decay process with time-independent
transfer rates and Fm = Fm, Ĝk(z, t) is explicitly given by

Ĝk(z, t) =
{

z e−(γ+4F sin2 πk
N )t +

γ

γ + 4F sin2 πk
N

[
1 − e−(γ+4F sin2 πk

N )t
]
}r

. (B.2)

This expression is obtained by solving the first-order partial differential equation corresponding
to equation (8) in the k–z domain.

For Fm = Fm, the quantity F
∑

m mP k
m(t) in (B.1) can be computed from (B.2) as

∑
m mP k

m(t) = z ∂Ĝk(z,t)
∂z

∣∣
z=1, the result can be rewritten in terms of P k(t) = Ĝk(z, t)|z=1

giving the expression

dP k(t)

dt
= 2F D̂χ (k, t)

[
cos

(
2πk

N

)
− 1

]
P k(t), (B.3)

which leads, after inverting the discrete Fourier transform, to a spatially nonlocal master
equation with time-dependent ‘jumping’ rate Dχ (M, t) given by

D̂χ (k, t) = r

{

1 +
α

α + 4F sin2 πk
N

[
e(α+4F sin2 πk

N )t − 1
]
}−1

. (B.4)

It is precisely this spatial non-locality (see [39]) that allows us to write the equivalent
generalized master equation (11) for P M(t), characterized by a memory function which
is nonlocal in space and time, denoted with Dφ(M, t).

11
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Explicitly, Dφ(M, t) is given in the Fourier–Laplace domain through the relation

D̃φ(k, ε) = 1

8F sin2 πk
N

[
1

L
{
e−4F sin2 πk

N
∫ t

0 dsD̂χ (k,s)
} − ε

]

, (B.5)

In our particular case we are able to calculate explicitly the integral
∫ t

0 dsD̂χ (k, s) as well as
the Laplace transform indicated in (B.5). After evaluating the integral using expression (B.4),
the function to be transformed has the time dependence

e−r(γ+4F sin2 πk
N )t

[
γ
(
e4F sin2 πk

N t − 1
)

γ + 4F sin2 πk
N

+ 1

]r

. (B.6)

The Laplace transform can be performed by expanding the factor in square parentheses and
then using the result L

{
(eat − 1)n

}
= (−1)n$( ε

a
)$(n+1)

a$(n+1+ ε
a
)

. The final result is given by

1
γ

r∑

j=0

(−1)j$(r + 1)$
(
r + ε

γ+4F sin2 πk
N

)

$(r − j + 1)$
(
r + j + 1 + ε

γ+4F sin2 πk
N

)
(

γ

γ + 4F sin2 πk
N

)j+1

, (B.7)

after substitution of this in (B.5) we get precisely expression (12).
We now show the explicit time dependence of the m.s.d. when the decay rates fade out

with time as 1/t. To do so, we first find the probability distribution for the internal states Pm(t)

by solving the equation
dPm(t)

dt
= γ

t + τ
[(m + 1)Pm+1(t) − mPm(t)]. (B.8)

This can be achieved by using the transformation G(z, t) =
∑∞

m=0 zmPm(t), then, by
multiplying the last equation by zm and summing over all internal states we find that G(z, t)

satisfies the equation
∂G(z, t)

∂t
= γ

t + τ
(1 − z)

∂G(z, t)

∂z
. (B.9)

This equation may be solved with the method of characteristics [48] giving

G(z, t) =
[

1 + (z − 1)

(
t

τ
+ 1
)−γ

]r

, (B.10)

where the initial condition Pm(0) = δm,r has been used. We can directly compute∑∞
m=0 mPm(t) by noting that 〈m(t)〉 = z ∂G(z,t)

∂z

∣∣
z=1, which leads to 〈m(t)〉 = r

(
t
τ

+ 1
)−γ

.

Finally, when we substitute the last expression into (9), with Fm = Fm, we obtain

〈M2(t)〉 = 2F τ r ln
(

t + τ

τ

)
(B.11)

for γ = 1 and equation (13) for γ (= 1. In the long-time limit we have sub-diffusion when
0 < γ < 1 and logarithmic growth for γ = 1.

A similar procedure is followed to derive equations (14) and (15). By using the generating
function method it is straightforward to obtain from equation (14) the following first-order
partial differential equation

∂G(z, t)

∂t
= γ

t + τ
z (z − 1)

∂G(z, t)

∂z
. (B.12)

This last equation is then solved with the method of characteristics giving

G(z, t) =
[

1 +
(

1
z

− 1
)(

t

τ
+ 1
)γ]−r

, (B.13)

using the initial condition Pm(0) = δm,r . From this we obtain 〈m(t)〉 = r
(

t
τ

+ 1
)γ , from

which equation (15) follows.
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Appendix C. Calculation for the random walker with allowed rates only to and
from the ground state

This appendix shows some of the details of the calculation not present in section 3.2, in
particular on the use of the Mellin transform to evaluate the ε dependence of equation (19)
when ε → 0. Mellin transform can be very useful when studying the summation of very
slowly convergent series of the form S(z) =

∑+∞
n=1 ω(nz) when ω(z) is an integrable function

in (0, +∞). The problem of the slow convergence is avoided by studying the properties
of the Mellin transform of the series itself. This is what we have done for the series in the
memory (19) with our choice γn = δn = f n−α . It is possible to show [47] that

∑+∞
m=1 ω(mz) =

1
2π i

∫ c+i∞
c−i∞ dsω̄(s)

∑+∞
m=1(mz)−s where ω̄(s) = M {ω(x)} (s) =

∫ +∞
0 dxω(x)xs−1 is the Mellin

transform of the function ω(x) and M−1 {ω̄(s)} (x) = 1
2π i

∫ c+i∞
c−i∞ dsω̄(s)x−s is the inverse

Mellin transform of ω̄(s). In our case ω(x) = (1 + xα)−1 and ω̄(s) = (π/α) [sinh(πs/α)]−1

giving us the identity, in the strip of analyticity 1 < c < α,
+∞∑

m=1

1

1 +
(
mz

1
α

)α = 1
2π i

∫ c+i∞

c−i∞
ds

π

α sinh(πs/α)

+∞∑

m=1

(mz
1
α )−s

= 1
2π i

∫ c+i∞

c−i∞
ds

π

α

ζ(s)

sinh(πs/α)
z−s/α, (C.1)

where ζ(s) =
∑+∞

m=1(m)−s is the Riemann zeta function. The poles in the integrand of
equation (C.1) come from the sinh(πs/α) in the denominator and from the zeta function
in the numerator. The former is responsible for the poles along the imaginary axis at
s = ±ikα with k = 0, 1, 2, . . . and the latter for the pole located along the real axis at
s = 1. For |s| large the integrand decays to zero controlled by the sinh(πs/α) and one
can therefore evaluate the integral by modifying the integration path so that it encircles the
various poles. Since we are interested in knowing the behaviour of φ̃(ε) when ε → 0,
we encircle the integration contour around the poles to the right of the strip of analyticity,
i.e., around the pole at s = 1. The zeta function has a simple pole at s = 1 with residue
1, giving

∑+∞
m=1 (1 + mαz) ∼ π [α sinh(π/α)]−1 z−1/α for z → 0. We thus have that

φ̃(ε) ∼ ε1/α{f 1/απ [α sinh(π/α)]−1 + ε1/α}−1 or in other words for t → +∞ we obtain

φ(t) ∼ t−
α+1
α , (C.2)

which gives upon double time integration a subdiffusive mean square displacement 〈M2〉(t) ∼
t

α−1
α at long times.

The special case where the memory can be computed analytically in the time domain
corresponds to the Laplace inverse transform of

φ̃(ε) =
√
ε/f

π
tanh

(
π√
ε/f

)
. (C.3)

The procedure to invert the Laplace transform is as follows. Given that

L−1

{
tanh

(
π

√
ε
)

√
ε

}

(t) = 2
π

+∞∑

n=0

e− (2n+1)2 t
4 , (C.4)

where L−1 stands for the inverse Laplace transform, we exploit the relation

L−1
{
g

(
1
ε

)}
(t) =

∫ +∞

0
duf (u)

[
δ(t) −

√
u

t
J1

(
2
√

ut
)]

, (C.5)

wherein L{f (t)}(ε) = g(ε), δ(y) is a delta function and J1(y) is a Bessel function of the
first kind. The integration in u can also be done and gives the expression (20). Short-time
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dependence of equation (20) and the related equation (21) for the m.s.d. can be easily calculated
to be φ(t) ∼ δ(t) − π2f/3 + (2π4/15)f 2t for the former and 〈M2〉(t) ∼ 2F t − π2Ff 2t2/3
for the latter. The long-time dependence in both cases can be determined if one knows the
behaviour of the coefficients of the series for large n. That can be obtained once again by
studying the Mellin transform of the two series in equations (20) and (21), which results in,
respectively,

+∞∑

n=0

e− 4f t

(2n+1)2

(2n + 1)4
= 1

2π i

∫ c+i∞

c−i∞
ds$(s)(4−s − 4−2)ζ(4 − 2s)(f t)−s , (C.6)

with a strip of analyticity c > 3/2 and
+∞∑

n=0

[
1 − e− 4f t

(2n+1)2
]

= 1
2π i

∫ c+i∞

c−i∞
ds$(s)(1 − 4−s)ζ(−2s)(f t)−s , (C.7)

with a strip of analyticity −1/2 < c < 0. The poles in the case of the integrand in
equation (C.6) are located at s = 3/2 due to the Riemann zeta function and at s =
0,−1,−2, . . . due to the Gamma function. Similarly there is a pole at s = −1/2 due to
the zeta function in equation (C.7) together with the poles of the Gamma function at s = 0
and all negative integers. Since we are interested in the long-time dependence we deform
the contour to the left of the strip of analyticity in both cases and we look at the contribution
coming from the first residue. For the series in equations (C.6) and (C.7) we obtain a
t−3/2 and a t1/2 dependence, respectively. We thus have that φ(t) ∼ −f −1/2(π t)−3/2 and
〈M2〉(t) ∼ (8F/π3/2)

√
t/f .

The second example of decay rates considers δn = f n−1 and excitation rates γn = f nb−2

where 0 < b < 1. This case is representative of situations where the decay rates from level
n to the ground level are larger than the corresponding excitation from the ground level. We
now have a series of the form

+∞∑

n=1

nb−1

1 + nε/f
= − 1

2π i

∫ c+i∞

c−i∞
ds

πζ(s)

sin[π(s + b)]
(f/ε)s+b−1, (C.8)

with 1 < c < 2 − b. The poles are at s = 1 and at integer values of s + b. The dependence for
small ε can be deduced by deforming the contour to the left of the strip of analyticity. From
calculation similar to the previous cases and also detailed in [47] for the specific choice (C.8),
it can be shown that

∑+∞
n=1 nb−1(1 + nε/f )−1 ∼ πf bε−b/ sin(πb). The memory in this case is

φ̃(ε) ∼ εb

εb + πf b/ sin(πb)
, (C.9)

for ε → 0, which implies φ(t) ∼ t−1−b for t → +∞ and φ̃(0) = 0, i.e., a subdiffusive process
at long times.
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Kolmogorov A N 1931 Über die analytischen Methoden in der Wahrscheinlichkeitsrechnung Math.

Ann. 104 415–58
[14] Zwanzig R W 1960 Ensemble method in the theory of irreversibility J. Chem. Phys. 33 1338–41
[15] Nakajima S 1958 On quantum theory of transport phenomena Prog. Theor. Phys. 20 948–59
[16] Zwanzig R W 1964 On the identity of three generalized master equation Physica 30 1109–23
[17] Kenkre V M and Knox R S 1974 Generalized-master-equation theory of excitation transfer Phys. Rev.

B 9 5279-90
[18] Kenkre V M, Andersen J D, Dunlap D H and Duke C B 1989 Unified theory of the mobilities of photo-injected

electrons in naphthalene Phys. Rev. Lett. 62 1165–8
[19] Schneider W R and Wyss W 1989 Fractional diffusion and wave equations J. Math. Phys. 30 134–44
[20] West B J, Bologna M and Grigolini P 2003 Physics of Fractal Operators (New York: Springer)
[21] Saichev A I and Zaslavsky G M 1997 Fractional kinetic equations: solutions and applications Chaos 7 753–64
[22] Podlubny I 1999 Fractional Differential Equations (San Diego: Academic)
[23] Metzler R and Klafter J 2000 The random walk’s guide to anomalous diffusion: a fractional dynamics approach

Phys. Rep. 339 1–77
[24] Mainardi F, Luchko Y and Pagnini G 2001 The fundamental solution of the space-time fractional diffusion

equation Fract. Calculus Appl. Anal. 4 153–92
[25] Gorenflo R, Mainardi F, Moretti D, Pagnini G and Paradisi P 2002 Discrete random walk models for space-time

fractional diffusion Chem. Phys. 284 521–41
[26] Kenkre V M, Montroll E W and Schlesinger M F 1973 Generalized master equations for continuous-time

random walks J. Stat. Phys. 9 45
[27] Shugard W J and Reiss H 1976 Transient nucleation in H2O–H2SO4 mixtures: a stochastic approach J. Chem.

Phys. 65 2827–40
[28] Landman U, Montroll E W and Schlesinger M F 1977 Random walks and generalized master equations with

internal states Proc. Natl Acad. Sci. USA 74 430–3
[29] Klafter J and Silbey R 1980 Derivation of the continuous-time random-walk equation Phys. Rev. Lett.

44 55–8
[30] Kenkre V M, Kalay Z and Parris P E 2009 Extensions of effective-medium theory of transport in disordered

systems Phys. Rev. E 79 011114
[31] Hilfer R and Anton L 1995 Fractional master equations and fractal time random walks Phys. Rev.

E 51 848-51
[32] Cox D R 1962 Renewal Theory (London: Chapman and Hall)
[33] Grigolini P 2006 The continuous time random walk versus the generalized master equation Adv. Chem. Phys.

133 357–474
[34] Widder D V 1946 The Laplace Transform (Princeton, NJ: Princeton University Press)
[35] van Kampen N G 2003 Stochastic Processes in Physics and Chemistry (Amsterdam: North-Holland)
[36] Kenkre V M 1977 Master-equation theory of the effect of vibrational relaxation on intermolecular transfer of

electronic excitation Phys. Rev. A 16 766–76
[37] Seshadri V and Kenkre V M 1978 Theory of the interplay of luminescence and vibrational relaxation: a master

equation approach Phys. Rev. A 17 223–37
[38] Montroll E W and Shuler K E 1957 Studies in nonequilibrium rate processes: I. The relaxation of a system of

harmonic oscillators J. Chem. Phys. 26 454
[39] Kenkre V M and Sevilla F J 2007 Thoughts about anomalous diffusion: time-dependent coefficients versus

memory functions Contributions in Mathematical Physics, A Tribute to Gerard G Emch ed T S Ali
and K B Sinha (New Delhi: Hindustany Book Agency) pp 147–60

15



J. Phys. A: Math. Theor. 42 (2009) 434004 L Giuggioli et al

[40] Kenkre V M 1977 Spatially nonlocal transfer rates in exciton transport arising from local intersite matrix
elements Phys. Lett. A 63 367–8

[41] Kenkre V M 1978 Theory of exciton transport in the limit of strong intersite coupling: I. Emergence of
long-range transfer rates Phys. Rev. B 18 4064–75
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